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PERSONA TEXT GENERATION

ABsTrACT. We address the challenge of maintaining consistency in
Retrieval-Augmented Generation (RAG) systems for persona text
generation when databases are subject to rapid updates and con-
ventional large language model (LLM) fine-tuning is inadequate. We
propose an approach that enhances an existing RAG system used
for persona-based information retrieval in dialogue agents through
the application of Low-Rank Adaptation fine-tuning on synthetic
data. We find that this method improves the system’s logic and cor-
rectness by 5% on SSA scores and ensures that generated content
remains more coherent and contextually relevant.

§1. INTRODUCTION

Retrieval-Augmented Generation (RAG) systems have emerged as a key
technology in the realm of natural language processing, particularly for ap-
plications where information retrieval needs to be dynamic as underlying
databases are subject to rapid changes. These systems combine the ca-
pabilities of Large Language Models (LLMs) with retrieval mechanisms,
enabling them to fetch and incorporate external knowledge into concise
assistant-like responses. This fusion empowers RAG systems to provide
more informed and contextually relevant outputs, which is particularly
valuable in domains where up-to-date information is crucial [1]. RAG sys-
tems are helpful when building personified dialogue agents as they can
retrieve relevant facts about the persona from the database as the dia-
logue agent interacts with the user. Since the current generation of LLMs
have limited context windows, all the facts about persona may not fit into
them. RAG comes in as a solution to this problem.

Key words and phrases: retrieval-augmented generation and large language models
and fine-tuning.
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Despite their advantages, RAG systems are not without their challenges.
One of the primary concerns is the LLMs’ tendency to generate inconsis-
tent or inaccurate information, a phenomenon often referred to as “hal-
lucination”. It happens when the model generates plausible but factually
incorrect or misleading content, which can erode user trust and diminish
the system’s utility. In the context of RAG systems, hallucinations lead to
the model’s inability to use retrieved context when it is necessary to do so.
Ensuring the reliability and consistency of generated content is a critical
area of focus in the ongoing development of RAG systems.

Our research introduces a novel application of Low-Rank Adaptation
(LoRA) fine-tuning to enhance the performance of a RAG-based dialogue
agent designed for persona information retrieval [2]. Unlike conventional
LLMs that might struggle with maintaining consistency and up-to-date
knowledge, integration of LoRA fine-tuning with a RAG architecture aims
to address these limitations, offering a more reliable and coherent dialogue
experience. The concept of a “persona” in dialogue agents refers to a set of
attributes, behaviors, and styles that define the character or role the agent
embodies.

In the following sections, we detail specific methodologies employed in
this research, including the generation of synthetic datasets, applications
of LoRA fine-tuning to the RAG architecture, and the evaluation frame-
work used to assess the model’s performance. Through this exploration,
we aim to contribute to the advancement of dialogue systems, particu-
larly in contexts where maintaining a consistent and accurate persona is
paramount.

§2. RELATED WORKS

Traditional dialog systems consist of building blocks such as dialog state
tracking components and response generators, and have typically been ap-
plied to tasks with labeled internal dialog state and precisely defined user
intent. All of these methods do not normally consider dialog history and
are more concerned with achieving functional goals, such as booking an
airline ticket or a restaurant table, than manifesting a persona. In par-
ticular, many of the available tasks and datasets are limited to narrow
domains. One method considers two classes of models for predicting the
next utterance: ranked models and generative models [3]. Ranked models
generate the next utterance by considering any utterance in the training
set as a possible candidate for an answer. Generative models generate new
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sentences by determining the history of the dialog and then generating the
answer word by word. In this way, the models are trained to both ask and
answer personal questions, and the resulting dialog can be used to build a
personality model of the speaking partner.

Memory neural networks have been proposed to be used in personalized
dialogue systems [4]. Key-value profile memory networks have also been
proposed as an enhancement of the memory network. They assign atten-
tion weights to keys and combine values. Here, we apply this model to
dialog and consider keys as dialog histories from the training set and val-
ues as the next dialog utterances, i.e., responses of the interlocutor. This
allows the model to have a memory of past dialogues that it can directly
use to influence its prediction for the current conversation. For personal-
ization, models for generating dialogues with a variety of personality traits
have also been proposed, i.e., they are models that allow capturing and in-
corporating personality traits into the dialog generation process [5]. These
models employ a feature fusion module to obtain a representation of the
speaker’s persona and two approaches to consider persona-related features
in the decoding process: namely, a persona-based attention mechanism
that dynamically generates context vectors conditioned on the persona
representation and a persona-based bias.

The next approach, presented by Madotto et al. [6], applies meta-
learning to personalize dialog agents without conditioning the model’s
response to the persona description. The model learns to adapt to new
personas using dialog samples collected from the same user, unlike the
common approach based on training the response to a persona descrip-
tion.

The PLATO model, presented in [7], is trained in two phases. In the
first phase, the model was trained only on one-to-one matching, i.e., only
one response is generated for each context. In the second phase, a latent
variable that has categorical values is introduced, and each variable corre-
sponds to a specific latent speech act in the response. The model estimates
the distribution of latent acts in the training sample and then generates
a response with the selected latent variable. Both of these tasks are per-
formed in the same model. The model can generate different responses,
but it is necessary to select the most relevant one by ranking this set.

When developing dialogue agents, the application of deep learning tech-
niques provides an opportunity to effectively use datasets to discover new
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strategies for generating responses [8]. To give a dialogue agent a person-
ality it is necessary to achieve a certain similarity of its dialogues with
human ones. It is worth noting that the creation of agents with a certain
personality trait is an important aspect in the field of artificial intelligence
development, especially in the context of their application in various do-
mains such as education, medicine, entertainment and technical support.
Distinctive personality traits can significantly increase user satisfaction
and improve the quality of interaction with dialogue agents. When cre-
ating a personalized dialogue agent it is important to focus on datasets
that contain not only dialogue data but also persona labels. One of the
first such datasets is PersonaChat for English [9]. It offers descriptions of
fictional personalities, each described in five sentences talking about their
profession, favourite movies, hobbies, etc. For example: “I am from the
north. I like swimming. I enjoy nature walks. They call me a bean counter.
Autumn is my favourite season.” For Russian, Toloka Persona Chat Rus
contains profiles of more than 1,500 virtual personas and over 10,000 di-
alogues between the participants of a conversational artificial intelligence
study conducted at MIPT. However, all these datasets have drawbacks.
The dialogues most often deal only with given personality characteris-
tics, which limits the models’ ability to respond to replicas that are not
related to these characteristics. Moreover, personality characteristics in
these datasets usually refer to interests and hobbies, and do not reflect
temperament, emotional reactions, or other personality traits. In addition,
the volume of such datasets is limited, making it difficult to build large
generative models that focus on specific personality traits, also many of
the corpora have been collected synthetically, i.e., generated by other neu-
ral networks, which does not guarantee good quality model training. To
personalize the dialogue agent, a Russian language dataset Toloka Persona
Chat Rus was selected and converted into a format to work with Large
Language Model (LLM). Here is an example of the converted dataset:
e “persona bot”: “personal data”;

9,

e “persona user”: “persona2 data’;
e “example dialogue”: [‘role”: “user”, “content” ‘7, “role”: “bot”, “con-

tent”™ *“’| - sample dialogues between two personas.

The selection of the fine-tuning method for enhancing our RAG system
was guided by the need for low resource consumption, suitable for a low
budget graphics card for effective task-specific training. In our exploration
of available solutions, LoRA and other Parameter-Efficient Fine-Tuning
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(PEFT) methods stood out due to their suitability for our context, char-
acterized by computational resource constraints and a desire to maximize
the efficacy of the available data [10].

PEFT methods, including LoRA, aim to optimize fine-tuning processes,
ensuring that they are as resource-efficient as possible [11]. LoRA, in par-
ticular, offers a compelling approach by enabling modifications to specific
model weights, thereby tailoring the model’s behavior to our specialized
task—persona-based information retrieval in dialogue systems without ne-
cessitating a large increase in trainable parameters.

LoRA’s approach to fine-tuning allows training only a subset of the
model’s pre-trained parameters, with the rest remaining unchanged. This
methodology not only conserves resources but also retains the model’s
original architecture. When applied across all weight matrices, LoRA’s
training can achieve a level of expressiveness comparable to full model
training.

This fine-tuning method proves particularly advantageous in reducing
memory and storage consumption, a critical factor when working with con-
strained resources [12]. For example, using LoRA can significantly reduce
the VRAM usage during training sessions and decrease the checkpoint size
by a considerable factor, enabling efficient training on systems with lim-
ited GPU capabilities. For example, when training a large Transformer
with Adam, VRAM usage can be reduced to 2/3 if r < model, as there
is no need to store optimizer states for frozen parameters. On a GPT-3
model with 175 billion parameters, VRAM consumption during training
is reduced from 1.2 TB to 350 GB. Additionally, with r = 4 and adapt-
ing only the query and value projection matrices, the checkpoint size is
reduced by about 10,000 times (from 350 GB to 35 MB).

§3. METHODOLOGY

The methodology of our research focuses on improving a Retrieval-
Augmented Generation (RAG) system for a persona-based dialogue agent
through Low-Rank Adaptation (LoRA) fine-tuning. This section outlines
the steps taken to generate synthetic datasets, apply LoRA fine-tuning to
the RAG architecture, and evaluate the model’s performance.

3.1. Persona RAG Pipeline. RAG is a method that combines two
types of memory: one as prior knowledge of the model, the other as a
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retrieval system, making it more intelligent in accessing and utilizing in-
formation. In essence, RAG bridges the gap between static LLM knowledge
and dynamic, up-to-date information. The whole process of implementing
RAG in LLMs can be summarized in the following steps:

e user submits a query or message to the model;

e RAG system extracts the information + cross-encoder BERT re-
ranks the documents by obtaining sentence similarity scoring;

e RAG system generates a response using LLM,;

e a coherent and contextually relevant response based on the ex-
tracted information and the user’s query is returned as the output.

Thus, RAG should be used when it is necessary to augment the knowledge
base with data that was not known to the LLM during training, such as
personal data or contextual information useful for generating answers in a
particular domain. Combining Retrieval Augmented Generation technol-
ogy with Large Language Models (LLMs) not only extends the capabilities
of the LLM, but also ensures that the answers generated are contextually
relevant and based on the most up-to-date information. In our case, RAG is
used to store persona data and dialogues as an example of using persona
facts. The rubert-tiny2 model, which is a small Russian encoder model
based on BERT, was used to obtain vectors [13]. This model provides the
ability to efficiently obtain vector representations for various tasks.

Further, the obtained vectors are loaded into the vector database FAISS
[14]. This is a library for efficient similarity search and clustering of dense
vectors. It contains algorithms for searching in vector sets of any size. Next,
the stored vector can be converted into a Retriever class, which allows to
use this method as a tool whose task is to search for the most relevant
context based on a user query.

The second step is to configure the RAG method for personalization.
To interact with the large language model, we used LangChain, a high
level open source platform built on top of LLM inference modules and
designed for applications such as chatbots, generative question-answering
systems, summarization and more'. The basic idea behind the library is to
combine different components into chains to create more advanced LLM
usage scenarios. Chains can consist of multiple components from multiple
modules.

1“LangChain introduction,” [Online|. Available: https://python.langchain.com/docs
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Once external knowledge sources are connected, the model should be
able to quickly retrieve and integrate relevant information as needed. Lang-
Chain offers advanced retrieval — retriever modules take a string query as
input and return a list of relevant documents as output, based on which
the response is built, in this case a list of qualities about a person. From
such a set, the top-k best documents are extracted using cross-encoder
BERT. Two sentences are passed to it simultaneously, i.e. a user query
and a ranked document, and the output returns a value between 0 and 1
indicating the similarity of the pair of input sentences.

Thus, effective vector search requires vectors that compress some text
into n-dimensional vectors, but there is loss of information as all infor-
mation is compressed into a single vector. Because of this we find that
the top-k documents do not contain relevant information. In addition, the
search may return relevant information, but it may be well below the spec-
ified top-k threshold. One solution to this problem may be to increase the
number of documents returned and transfer all of them to the LLM. How-
ever, LLMs have limitations on the amount of text they can read, the
context window, which makes this approach ineffective for processing large
amounts of data. Research shows that LLM memorization deteriorates as
the number of tokens in the context window increases [15]. It is possible
to increase the number of documents returned from the vector base, but
passing all of these documents to the LLM will negatively impact the an-
swer of the LLM. Instead, it is worth considering using filtering or result
ranking techniques to pass only the most relevant documents to the LLM
for more efficient processing. A solution to this problem is to organize the
retrieved documents and keep only the most relevant ones for the model;
this is done by using a reranking process [16]. A cross-encoder is a model
that, receiving a query and a pair of documents as input, produces an esti-
mate of their similarity. These scores are then used to rank the documents
in order according to their relevance to the query. Thus, the rubert-tiny2
model was used as a cross-encoder to re-rank documents because of the
compromise between speed and quality of embeddings receiving.

In this case, there are two stages of data ranking. First we get the top
20 most similar sentences to the query. Then, using a BERT cross-encoder
to re-rank these 20 matches, we calculate a score for each (query, match)
combination.

For the generative part we used saiga-mistral-7b which is a fine-tuned
version of mistral-7b model by Mistral AI [17]. We picked a Mistral-based
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model since mistral-7b showed the best results among other open-soruce
large language models with 7 billion parameters on the following bench-
marks: MMLU, HellaSwag and Winogrande [18-20]. We also used prompt
tuning, an additive method where the parameters of the pre-trained model
are augmented with new ones and training is done on them, meanwhile the
original data is frozen. Prompt tuning requires less memory and the size
of the prompt tuned model is also smaller compared to the detailed tuned
model.

Prompt tuning involves creating and inputting an elaborate textual hint
into a large language model. This prompt essentially guides the model’s
response by orienting it to the desired style, tone, or content of the output,
i.e., the input sentence actually contains a task description, which is called
a prompt because it directs the model to perform a specific task. Unlike
traditional model training, which requires retraining the model on a large
dataset, a small set of examples or even a well-constructed sentence is
sufficient to tune the hint to influence the behaviour of the model. In such
a case, there is no change in the weights of the original model.

In summary, the open source LangChain platform was used, and to
allow a large language model to use personalised facts, they were converted
into embedding and loaded into vector databases. These allow low latency
queries even for large datasets, making the system more efficient.

3.2. Generating Synthetic Datasets for Persona-Based Dialogue
Fine-Tuning. The development of a RAG system for a persona-based
dialogue agent necessitates a dataset that accurately reflects various per-
sonas context as well as assistant answers to train the system effectively.
It was decided to generate a synthetic dataset for this task as relevant
context-question-answer datasets needed for training the model were not
found. This approach is not merely a remedy for the scarcity of relevant
data but also a strategic means to tailor training a dataset that aligns
precisely with the specific requirements of a given task.

In the context of our RAG system, synthetic data generation enables
targeted fine-tuning, allowing the model to learn and internalize the nu-
ances of various personas. This process enhances the model’s ability to
generate responses that are not only contextually appropriate but also
consistent with the predefined characteristics of the persona it represents.

3.2.1. Dataset Generation Process. The synthetic dataset comprises dia-
logues where each conversation aligns with a distinct persona. A persona in
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this context is defined by a set of characteristics, interests, and preferences
that shape the responses of the dialogue agent. To generate this dataset,
we employed gpt-4 large language model from OpenAl with a structured
prompt that encapsulates the persona’s context and directs the model to
generate responses consistent with this context [21].

The prompt template used for data generation was as follows:

"T need you to generate data for me. I want you to generate data in the
following format:

"system": "system role",

"user": "user question",

"bot": "assistant answer",

system role should be the same for all the data you generate:

"Tbr mosie3nbrit yar 6ot Caiira, orBedail Ha BOIPOCHI IIOJIH30BATEJIST UC-
nosb3ys undopmanuio u3 Kourekcra. (You are a helpful chatbot Saiga,
answer user questions with a given context.)"

user questions should be different. they should ask assistant questions like:
how are you doing today? Do you like sports? How old are you? ...

user questions should sound like a normal dialogue chatting questions that
assistant will be responding to. In this part you should also generate a
persona chunk that an assistant will be responding to. The chunk should
be named context.

bot answers should answer user questions with a given context for each
persona. bot should respond like if he/she was a person. bot should not re-
spond with phrases like "as an ai assistant" and so on. bot should respond
like a user is chatting with a human. Here is an example of the data:

{

"system": "Ts1 moste3nbrit gar 60T Caiira, orBevaii Ha BOIPOCHI I0JIb30Ba~
Tesist uenosb3ys undopmanuio u3 koarekcra. (You are a helpful chatbot
Saiga, answer user questions with a given context)",

"user": "Konrekct - ¢ 06110 urparth B XoKKeil. 4 1106110 npersr. 9 xoxy
B mKoiry. S Amapeii. 1 3anumaiocs Haykoii. ¥ MeHst ecth 6par. Bompoc -
JeM Thl 3aHUMaeIIbcs B cBobouoe Bpems? (context - I love playing hockey.
I love flowers. I go to school. I am Andrew. I do science. I have a brother.
question - what do you like to do in your freetime?)",
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"bot": "4 smobmio 3anuMaThea Haykoit u urparh B xokkeit! (I love doing
science and playing hockey!)"
}

Begin!"

For each dialogue instance, the persona description was varied to rep-
resent different personas, incorporating hobbies, preferences, professions,
and other personal details. User questions generated by the model were
generic yet open-ended, allowing for a wide range of potential responses
that reflect the persona’s attributes. The assistant’s responses were gener-
ated by the model to align with the given personas and contexts, aiming
to mimic a human-like response.

To enhance the diversity and realism of the generated dialogues, we
adjusted the generation parameters to introduce variations in tone, style,
and content. For example, some prompts were tweaked to elicit slang or
informal language, while others were adjusted to produce more positive or
negative responses, depending on the persona’s characteristics.

3.2.2. Quality Control and Data Filtering. To ensure the quality and con-
sistency of the generated data, we employed a filtering process. We man-
ually reviewed subsets of the generated dialogues to identify and correct
any inconsistencies or inaccuracies in the responses. We excluded all of the
data where gpt-4 did not use the provided persona context to answer the
question, hallucinated, or responded with an assistant-like conversation
style. This manual intervention helped refine the generation process and
set a quality benchmark for the dataset.

3.2.3. Dataset Structure and Utilization. The final synthetic dataset con-
sists of 60 dialogue instances, each tagged with a persona context. During
the training phase, the RAG system leverages this dataset to improve its
response component, ensuring that the generated texts are not only con-
textually relevant but also consistent with the persona’s characteristics.
By fine-tuning the model on this dataset, we aim to enhance the dialogue
agent’s ability to maintain a coherent and engaging persona throughout the
interactions. Our rationale behind creating such a small dataset with per-
sona traits embedded into user messages is to ensure that model adapters
learn to include information about persona into generated responses. In
our RAG system we then pass retrieved persona traits with the user mes-
sage for fine-tuned model to make a response with accordance to given
persona. Here is an example of the data used for training:
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{

"system": "T'u1 mostesnntit uar 60T Caidira, orBedaii Ha BOIIPOCHI I0JIb30Ba-
TeJisl MCHosb3yst uHpopManuio u3 Kourekcra. (You are a helpful chatbot
Saiga, answer user questions with a given context)",

"user": ""Konrekct - 4 yBiekatocs dpororpadueit. d myrermecTByto mo Mu-
py. 4 Beran. Boupoc - Tebe mpasurcsa nyremectsoBars? (context - I love
playing hockey. I love flowers. I go to school. I am Andrew. I do science. 1
have a brother. question - what do you like to do in your freetime?)",
"bot": "4 mpocro oboxkato myTemecTBoBarh! ccienoBaTh HOBble MeCTa U
PUKCHPOBATH KPACOTy MOMEHTOB depe3 (hpoTorpauio - 310 MOsi CTPACTh.
(I love doing science and playing hockey!)"

}

In summary, the generation of a synthetic dataset for persona-based
dialogue involves a systematic process of defining personas, crafting tai-
lored prompts, generating contexts, questions and responses using LLMs,
and applying rigorous filtering to ensure quality. This dataset serves as
a foundational element in training and fine-tuning the RAG system, ulti-
mately contributing to the development of a more nuanced and human-like
dialogue agent.

3.3. LoRA Fine-tuning for RAG. In preparation for future experi-
ments, synthetic data that had been previously generated was transformed
into a specialized format suitable for LoRA (Low-Rank Adaptation) fine-
tuning. This reformatted data was then saved as a JSON file for subsequent
utilization. Additionally, to streamline the execution of these forthcom-
ing experiments, a module called "lora" was developed and incorporated
into the RuPersonaAgent library. This module, built atop PyTorch, trans-
formers, and PEFT libraries, facilitates various tasks from prompt genera-
tion and tokenization to setting hyperparameters and executing the train-
ing process. The module’s design ensures a structured approach, allowing
for the seamless integration of different components necessary for model
optimization. By employing classes like PeftModel and AutoModelFor-
CausalLM from the relevant libraries, our system can fine-tune specific
models with tailored training parameters, optimizing performance through
adjustable hyperparameters like batch sizes and learning rates.

Upon completing the training which is efficiently executed on a A100
GPU in 2 minutes 39 seconds the fine-tuned adapters are saved and sub-
sequently used in the model’s inference stage. High level structure of our
pipeline is presented in the Fig 1.
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Figure 1. High level architecture of RuPersonaAgent
LoRA RAG pipeline.

Table 1. Dialogue examples.

Model Response

saiga-mistral-rag-7b 4 0610 TPOBOINTH BpeMst Ha CBEXKEM BO3-
JIyXe, KATaTbCs HA BEJOCHUIEJE WM MPOry-
suBarbes 1o napky. A tei? (I love to spend
time on fresh air, ride around on a bycicle
and walk around the park, how about you?)

saiga-mistral-rag-lora-7b  f 11005110 TOTOBUTH MHTEPECHDBIE OJIIOJIA JJIsT
coeii cembu (I love to cook interesting dishes
for my family)

From the initial visual evaluation we noticed that fine-tuning improved
some of the cases, where the original model struggled. Examples of the di-
alogues results are demonstrated in Table 1. For responses demonstrated
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in Table 1 models were prompted with a question: "Yro swobumb meratsh
no seuepam?" (What do you like to do on evenings?) given persona con-
text: "4 mro6sro roroBuTh, O6GOXKAIO 3aHUMATHCS CIIOPTOM, MeHst 30ByT
Anarommit, Y mens ectb cembsa" (I love cooking, I love playing sports, My
names is Anatoliy, I have a family). In this example, we see that instead
of hallucinating about walking around the park, the model generates text
about cooking dishes and the family, which were given as persona facts.

Furthermore, we ran a set of experiments on the RAG system with the
base model saiga-mistral-7b, our RAG system saiga-mistral-rag-7b, and
our fine-tuned model saiga-mistral-rag-lora-7b.

§4. RESULTS

Communication can be divided into undirected and oriented. Undirected
type of communication does not imply a clear scenario of interaction, as
there is no clear goal of dialogue, and oriented ones, on the contrary. Thus,
to evaluate the effectiveness of a dialogue system it is necessary to take
into account the model’s ability to construct lexically, grammatically and
syntactically correct sentences, which should be relevant to the current
dialogue context.

For a comprehensive evaluation, all scenarios of dialogue system-human
interaction need to be considered, which can be done by manual evaluation
by a human. There are a huge number of techniques to analyse the quality
of a model, one of the techniques is SSA (Sensibleness and Specificity Aver-
age), which evaluates the quality of a model in terms of the meaningfulness
and correctness of its responses. This algorithm involves the analysis of the
dialogue history, the model’s current utterance and the next response. The
expert answers two questions: “Is this answer logical?” and “Is this answer
correct?”. Logicality is defined as consistency and naturalness of the answer
in the context of the dialogue, and correctness is defined as completeness
and clarity of the answer. As a result, dialogue sensibleness is made up
of the proportion of responses marked as “reasonable” and specificity is
made up of responses marked as “correct”. The average of these two is
the SSA score. Test cases were made to assess the quality of the model,
with questions and examples of model responses with just RAG and RAG
with LoRA. For SSA evaluation we constructed a dataset with human di-
alogues, using the GPT-4 model to ask day-to-day conversation questions
and models mentioned above to answer them, given a persona context.
Dataset consisted of a 100 conversations between 2 models. Dataset was
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Table 2. Model analysis.

Model SSA
saiga-mistral-7b (base)  0.7825
saiga-mistral-rag-7b 0.8075

saiga-mistral-rag-lora-7b  0.8515

curated from questions generated from GPT-4 that consisted any logical
errors, biases and irrelevant data. Answers from the baseline model and
our model were left as they are for fair performance evaluation. 15 people
acted as experts, who answered 2 questions for each dialogue in 20 ran-
domly picked dialogues and gave scores from 0 to 1, where 0 denotes an
illogical /incorrect answer and 1 denotes a logical/correct answer. Results
of the SSA assessment are presented in Table 2.

As we can see from the table, applying RAG system improves the score
by 2%. Our fine-tuned model saiga-mistral-rag-lora-7b further improved
over the RAG system saiga-mistral-rag-7b by 5% on SSA benchmark.

§5. DISCUSSION

Our findings illuminate the benefits of incorporating LoRA, notably
in bolstering the system’s capability to generate consistent and accurate
responses that are relevant to the context, thus mitigating the issue of
hallucinations of large language models in the context of RAG. The em-
ployment of synthetic datasets for fine-tuning underscores the potential
of creating tailored training data, enabling the customization of dialogue
agents to align closely with specific personas. This enhances user engage-
ment through more personalized and coherent interactions. Our approach
contributes to the field of natural language processing and conversational
AT by merging the strengths of RAG systems with the efficiency of LoRA
fine-tuning, offering a new paradigm for developing persona-based dialogue
systems.

However, the study is not without limitations. The synthetic dataset’s
scope and the range of personas could be broadened in future research to
evaluate the system’s adaptability more comprehensively. Moreover, while
our evaluation methodology is robust, it could be refined with more de-
tailed metrics that capture the intricacies of persona consistency and the
overall user experience.
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Future research directions could include extending the application to
diverse languages and cultural contexts. Additionally, developing more so-
phisticated evaluation frameworks to capture the nuances of human-agent
dialogues would be beneficial. Also, future plans are to evaluate the model
on a well-known benchmark, and to train a larger cross-encoder to improve
reranking quality. Besides improving persona-like dialogue systems this
advancement holds significant promise for applications demanding precise
and current information, such as customer service and educational plat-
forms.

In summary, our research presents a novel method for improving dia-
logue agents, demonstrating the potential of LoRA fine-tuning in RAG sys-
tems to provide accurate, consistent, and persona-tailored responses. This
work marks a significant step in the evolution of conversational AI, high-
lighting the role of synthetic dataset generation and innovative fine-tuning
methods in addressing the challenges of dynamic information retrieval and
consistency in dialogue systems.
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