
Записки научных
семинаров ПОМИ

Том 540, 2024 г.

K. Zaitsev

EXPLORING THE EFFECTIVENESS OF METHODS
FOR PERSONA EXTRACTION

Abstract. The paper presents a study of methods for extracting
information about dialogue participants and evaluating their perfor-
mance in Russian. To train models for this task, the Multi-Session
Chat dataset was translated into Russian using multiple transla-
tion models, resulting in improved data quality. A metric based on
the F-score concept is presented to evaluate the effectiveness of the
extraction models. The metric uses a trained classifier to identify
the dialogue participant to whom the persona belongs. Experiments
were conducted on MBart, FRED-T5, Starling-7B, which is based
on the Mistral, and Encoder2Encoder models. The results demon-
strated that all models exhibited an insufficient level of recall in
the persona extraction task. The incorporation of the NCE Loss
improved the model’s precision at the expense of its recall. Fur-
thermore, increasing the model’s size led to enhanced extraction of
personas.

1. Introduction

Modern language models can conduct conversations as chatbots with
users. Conversations can involve exchanging information about the user’s
life, such as education, work, preferences, relationships and so on. This in-
formation is known as personas. Personas can influence on the engagement
in the conversation and make communication with the chatbot feel more
natural [2, 10,29].

An important aspect of interaction with a chatbot is the ability to iden-
tify, or extract, personas in the communication process. However, there
is a lack of attention in the academic literature on the methods for per-
sona extraction and evaluating their effectiveness. Most research focuses
on using personas in conversations, but their extraction methods are often
not mentioned or not described clearly. Therefore, it is crucial to investi-
gate which approaches can provide the most efficient extraction and what
challenges models face.

Key words and phrases: persona extraction, dialogue datasets, seq2seq models,
translation dataset, persona matching.
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Research in this area primarily concentrates on dialogue models and
data in English, often ignoring other languages. To tackle this issue for the
Russian language, in this work we aim to adapt the dialogue dataset with
personas and models based on English-language resources. The techniques
presented in the study are expected to be applicable to other languages as
well.

The objective of this work is to identify efficient methods for extracting
personas from dialogues in Russian. To achieve this goal, we focus on
two key aspects: adapting dialogue data into Russian and evaluating the
effectiveness of persona extraction techniques. Our primary contributions
are as follows:

• translating an English dialog dataset into Russian: we describe
the process of creating Russian-language data from the source lan-
guage dataset, and the presented approach can be applied to other
languages;

• persona extraction metric: we propose a comprehensive evalua-
tion framework to assess the quality of persona extraction mod-
els, which includes developing metrics based on embeddings and a
matching process of target and extracted personas, which measures
the precision and recall of persona extraction models;

• identifying weaknesses of persona extraction models: results of our
experiments with various parameters and training methods demon-
strate which techniques are more effective in persona extraction,
as well as the challenges faced by the models.

2. Related Works

The summarization and persona extraction tasks are typically addressed
using models based on the Sequence-to-Sequence (Seq2Seq) Transformer
architecture [23]. Some popular models include BART [11] and T5 [20],
which have multilingual variants that support the Russian language, in-
cluding MBart [14], mT5 [26], and mT0 [16]. The latter is the mT5 model
finetuned on the cross-lingual task mixture. Russian is also supported by
models such as FRED-T5 and ruT5 [31], specifically pretrained on Russian
and English corpora.

In addition to Seq2Seq models, large language models (LLM) based
on a decoder architecture can also be used. Using these architectures has
become especially popular within the framework of retrieval-augmented
generation (RAG) [6, 12]. However, high computational costs associated
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with their application present a significant challenge, potentially limiting
their applicability within the production pipeline.

The persona extraction task is similar to dialogue summarization. In
a summary, it is important to convey the key points of the conversation.
The extracted bullet points may also contain personas. There exist models
for summarizing dialogues, but most of them have only been trained on
English language datasets. Several English dialogue datasets are available,
including Persona Chat [27] and Multi-Session Chat (MSC) [25], which
both contain information about the participants. The MSC dataset is split
into multiple sessions to simulate interrupted communication. Addition-
ally, SamSum [7] and DialogSum [3] are used for summarizing dialogues.

The described datasets include dialogues in English only. Translated ver-
sions of SamSum1 and DialogSum2 in Russian are also available. There is a
Matreshka dataset3 based on synthetic dialogues generated by ChatGPT.
The dataset contains personas and summaries. However, a significant issue
with the dataset is the low quality of the generated personas and unnat-
ural communication style. In addition to the mentioned datasets, Toloka
crowdsourced a more natural dialogue dataset that includes personas4.

It is common for data related to a task to be limited to a specific lan-
guage, hindering model development for other languages. To address this
limitation, we explore methods for adapting models to new languages, fo-
cusing on the approach of training a model on a translated dataset.

This approach involves translating the training dataset into the target
language before training the model. This method has the advantage of
reducing the total number of required inferences to one, eliminating the
latency issue associated with other approaches. Notably, our approach has
been inspired by the success of similar methods in text detoxification tasks
using multilingual models [5], where training on translated data achieved
results comparable to those of models fine-tuned on monolingual datasets.

3. Methods

In order to extract personas from Russian language dialogues, it is nec-
essary to develop models fine-tuned on data for this task. To accomplish

1https://huggingface.co/datasets/d0rj/samsum-ru
2https://huggingface.co/datasets/rcp-meetings/rudialogsum_v2
3https://huggingface.co/datasets/zjkarina/matreshka
4https://www.kaggle.com/datasets/valentinbiryukov/

toloka-persona-chat-rus
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this, the MSC must first be translated into Russian using a heuristic pro-
cess that will be described in detail below. To assess the quality of persona
extraction, we propose a metric based on the F-measure, allowing for the
evaluation of the precision and recall of persona extraction. These quanti-
tative results can help identify shortcomings in persona extraction models.

3.1. Translation. The translation process can utilize both commercial
and open source translators. Currently, commercial translators produce
high-quality translations, but their usage in translating entire datasets
might be expensive. Inference of open source models is much cheaper
than commercial translators. Moreover, while in the majority of cases open
source models can translate an utterance correctly, sometimes open source
models generate phrases that lose important information or make the
translation meaningless, leading to suboptimal persona extraction. There-
fore, there is a need to combine commercial and open source translators.

Among the described persona datasets, we conducted experiments on
the MSC, choosing it due to the ease of data collection for training models
and availability of long dialog contexts in the MSC corpus. In order to
finetune the Russian model, it was necessary to translate MSC data from
English. There are many models that can be used for the translation task;
we use a combination of the NLLB model [4] and the Yandex Translator5.
The models have demonstrated satisfactory performance in benchmarking
and experimental studies, and they are suitable for our intended purposes.

NLLB can only translate sentences, which can lead to limitations when
translating entire dialogues. Specifically, when translating sentences within
utterances or the utterances themselves, some contextual information may
be lost, resulting in incomplete translations and potential issues. For in-
stance, translations of sentences may not accurately preserve relations be-
tween utterances, leading to inconsistencies in gender or pronoun usage.

However, despite these limitations, we found that the translated dia-
logues were still suitable for persona extraction. This is because the ex-
tracted personas are based on the overall characteristics and traits ex-
pressed in the dialogue, rather than relying solely on pronoun usage. While
pronouns can provide important cues for identifying speakers, they are not
the only indicators of persona. The NLLB translations, although imperfect,
still capture the essential information needed for persona extraction.

5https://translate.yandex.ru
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Table 1. Corrupted translations statistics.

All Corrupted Ratio

Utterances 183124 61194 0.33
Personas 116404 11620 0.10

The translation process has also revealed instances of agrammatical
or incorrect translations that required correction. These cases could be
identified by calculating perplexity or by classifying sentences according
to their grammatical structure. Calculating perplexity requires a model
that provides probabilities for output tokens. As the language model’s
inference is needed for this calculation, this approach requires significant
computational and time resources.

Instead, we used a grammar classifier trained on a manually anno-
tated RuCOLA dataset [15]. Among trained classification models, we chose
RoBERTa [19] that due to its high performance on the benchmark6.

To filter the data, we have developed an algorithm that assesses the
grammatical accuracy of an utterance. Each utterance or personas sample
is split into sentences, which are then subjected to grammatical analysis.
For sentences, the grammar classifier is applied, which predicts the prob-
ability of grammaticality of the sentence. If the probability of one of the
sentences is below a certain threshold the utterance or personas sample
is considered corrupted. Subsequently, these corrupted utterances or per-
sonas are then translated using Yandex Translate to reduce the number
of poorly translated phrases in the dataset. Table 1 presents statistics on
well-translated utterances or personas. The dataset is accessible via the
HuggingFace platform7.

3.2. Persona Extraction Metric. Existing metrics lack the capacity
to provide an indication of the extent to which the extracted personas
are complete and accurate. Additionally, the calculation of these metrics
is challenging due to the potential for the model to generate personas in
a different order than that specified in the target. This can result in an
overestimation of the quality of the model. Therefore, there is a need to
introduce a new metric for persona extraction.

6https://rucola-benchmark.com/leaderboard
7https://huggingface.co/datasets/adugeen/RuTranslatedMultiSessionChat
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3.2.1. Persona Classifier. To evaluate the quality of persona extraction,
we suggest using a classifier and sentence encoder model to compare the
predicted personas with the target ones. The use of the classifier is neces-
sary for several reasons. First, there may be instances when a particular
persona is missing from the target data, for example, if a person has been
described in a prior session and is therefore not present in the current
session, but the model still correctly extracted the persona. Second, the
classifier enables filtering out redundant personas that were mistakenly
identified by the extraction model. By applying a suitable threshold and
ranking system, it becomes possible to select the most relevant participants
in the dialogue.

The task of classification is to determine whether the extracted persona
belongs to one of the two participants in the dialogue. The dataset contains
only two people, so we used two classes in the training process: to simulate
cases where the extracted persona might not be relevant to either of the
dialogue participants, we added a third class called ’none’. Therefore, the
classifier must predict one of three possible targets: “bot_0”, “bot_1”, or
“neutral”.

The dataset was created by selecting a persona related to a specific
participant from a list of available personas for each dialogue. For the
neutral category, personas from other dialogues were randomly chosen.
The training data consists of dialogues, personas, and the target class
indicating the dialogue participant. The label distribution in the dataset
was uniform across all categories. An example from the dataset is included
in Appendix A.

To train a classifier, the most suitable model is a pretrained model on
the Natural Language Inference (NLI) task. The classification of personas
can be formulated as a task of determining the relationship between dia-
logue, participant, and persona (entailment, non-entailment, or neutral).
For finetuning, a multilingual model based on RoBERTa architecture8 was
selected. The classifier was finetuned on an English language dataset in
order to assess the transferability of knowledge from English to Russian.
The results of the classification based on test data in Russian and English
are presented in Table 2. The average F1 score for Russian and English
datasets is 0.81 and 0.9 respectively.

8https://huggingface.co/MoritzLaurer/multilingual-MiniLMv2-L6-mnli-xnli
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Table 2. Classification metrics. The label “Neutral” means
that the persona is not relevant for either participant.

Language Label Precision Recall F1-score Support

Russian
Bot_0 0.79 0.80 0.79 12769
Bot_1 0.76 0.83 0.79 13550
Neutral 0.90 0.80 0.84 12739

English
Bot_0 0.89 0.87 0.88 12951
Bot_1 0.88 0.88 0.88 13519
Neutral 0.92 0.94 0.93 12838

3.2.2. Persona Matching. The predicted personas may differ in spelling
from those of the targets, but the meaning will remain similar. Further-
more, the order in which the predicted personas are presented may differ
from that presented in the target set. As a result, the metric computation
could be inaccurate and may underestimate the model’s accuracy.

Various techniques can be used to convert text data into numerical
representations. These approaches can range from simple methods such
as tf-idf to more resource-demanding models such as sentence encoders.
To ensure a high-quality comparison between the extracted and target
personas, the E5 model was employed [24] as it has demonstrated a high
level of performance based on the results of the MTEB9.

The matching algorithm consists of several steps. First, the targets and
predicted personas are segmented into sentences and placed into separate
lists. Next, the embeddings of the sentences in each list are calculated. The
similarity between the vector representations of the extracted and targeted
personas is then determined using cosine distance. To account for identical
personas, a threshold value is applied.

3.2.3. Metrics Calculation. Precision, recall, and F-score were calculated
using the resulting matches. Precision was determined by the ratio of cor-
rectly identified extracted personas to the total number of extracted per-
sonas. Recall, on the other hand, was determined by the ratio of correctly
matched personas from the list of true personas to the total number of
true personas.

9https://huggingface.co/spaces/mteb/leaderboard
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Additionally, the metrics also accounted for cases where the extracted
persona was not directly related to the target but was instead associated
with a participant in the dialogue. These cases slightly underestimated
the metrics, resulting in an inaccurate reflection of the models’ quality.
To address this issue, we have devised a method that utilises a persona
classification model.

If the extracted persona has a similarity score lower than the threshold,
we calculate its probability of being assigned to a specific participant in the
conversation using the classification model described earlier. Once a certain
level of confidence is reached, the persona is considered to successfully
extracted. This process improves the precision and recall of the persona
extraction task. To measure the effectiveness of our approach, we use the
following metrics.

The precision metric calculates the proportion of extracted personas
that are correct and relevant. It is defined as

Precision =
CorrectlyExtractedPersonas + ClassifiedPersonas

TotalExtractedPersonas
. (1)

Here, CorrectlyExtractedPersonas refers to the number of personas that
were correctly identified, ClassifiedPersonas denotes the number of per-
sonas whose probability of matching a persona to the required participant
in the dialogue is above the threshold, and TotalExtractedPersonas in-
cludes all extracted personas.

The recall metric measures the proportion of relevant personas that
were successfully matched. It is defined as

Recall =
MatchedTargetPersonas + ClassifiedPersonas

TotalTargetPersonas + ClassifiedPersonas
. (2)

In this formula, MatchedTargetPersonas represents the number of per-
sonas from the list of all target personas that were matched with the ex-
tracted personas, ClassifiedPersonas is the same as in the precision metric,
and TotalTargetPersonas corresponds to the list of all target personas.

The F1 score is a harmonic mean of precision and recall, providing a
balanced measure of both metrics. It is calculated as

F1 = 2 · Precision · Recall

Precision + Recall
. (3)



PERSONA EXTRACTION EFFECTIVENESS 69

Table 3. Sample sizes for finetuning of persona extraction
models.

Language Train Test

Russian 22862 5716
English 22862 5716

In order to further assess the quality of persona extraction and to com-
pare a proposed metric with the common metrics used in text summariza-
tion tasks, the Rouge [13], BLEU [18], METEOR [1] and BERTScore [28]
metrics were also utilized.

4. Experiments

In this work, we analyse the effectiveness of different approaches to
training models for extracting personas. The objective of all experiments
was to generate personas based on the dialogue. For each dialogue partic-
ipant, a prompt was provided that specified for whom personas needed to
be extracted. The prompt format is presented in Appendix B.

For some of the models, finetuning was conducted on both the translated
dataset and a combination of translated and original English dialogues.
The rationale behind this approach was that the presence of samples in
both languages could enhance cross-language knowledge transfer. Table 3
displays the size of the train and test sets.

Experiments were conducted for MBart-large, FRED-T5-large, Starling-
7B-beta [30], which is based on Mistral-7B-Instruct [9], ruT5 and mT0-
large. The selection of the model was driven by two key considerations:
firstly, the exploration of the multilingual abilities of cross-language knowl-
edge transfer, and secondly, the investigation of the impact of model size
on the quality of persona extraction.

4.1. Finetuning Pretrained Model on Similar Tasks. We hypothe-
size that a model pretrained on text summarization tasks may yield better
results than simple model finetuning. Additionally, pretraining on the task
of machine translation, as proposed in the task of text detoxification, may
lead to quality improvement. The assumption is that translation will as-
sist the model in transferring knowledge from English to Russian more
effectively.
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Datasets such as DialogSum10 and SamSum11 were used for the summa-
rization task. Besides, the Russian-translated versions1213 were also used.
For the machine translation task, we used the news commentary14 and
opus-100 [22] datasets.

The pretraining process consisted of five epochs, and the final model
was selected based on the checkpoint with the lowest loss function value.
Subsequently, the resulting model was further trained on the translated
dataset, following the same procedure as in the previous section.

4.2. Training with NCE loss. To enhance persona extraction quality,
we incorporated the noise-contrastive estimation (NCE) loss [17] alongside
the cross-entropy (CE) loss. The NCE loss serves to increase the distance
between positive and negative embeddings. In the context of persona ex-
traction, positive examples refer to target personas, while negative exam-
ples pertain to personas belonging to the other dialogue participant.

It is hypothesized that minimizing the NCE loss may improve the pre-
cision of a persona extractor. This means that the model is expected to
generate relevant personas more frequently. The NCE was combined with
cross-entropy. Equation (4) shows how losses are combined:

Loss = α ·NCE + β · CE. (4)

In the equation NCE represents noise-contrastive estimation, while CE
stands for cross-entropy. Experimental evidence indicates that equal values
for α and β are optimal for the finetuning. Consequently, we used α = 1
and β = 1.

4.3. Encoder2Encoder Finetuning. We hypothesize that it is possi-
bile to develop a model that combines encoder models as both an encoder
and a decoder, based on the findings from experiments with the training
of a persona classifier. Previous studies have shown promise for this ap-
proach [21]. In this study, the model was developed based on a relevance
classification model for personas. Encoder and decoder embeddings were
shared, and this approach is expected to produce high-quality results based
on the results of [21].

10https://huggingface.co/datasets/knkarthick/dialogsum
11https://huggingface.co/datasets/samsum
12https://huggingface.co/datasets/d0rj/dialogsum-ru
13https://huggingface.co/datasets/d0rj/samsum-ru
14https://huggingface.co/datasets/Helsinki-NLP/news_commentary
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Another approach, similar to abstractive summarization, can be em-
ployed in addition to constructing a Seq2Seq model using encoders. This
approach, called extractive summarization, involves highlighting a piece
of text related to the persona of a specific participant from the dialogue.
However, this method presents challenges as it requires matching and align-
ing specific personas with the text. Therefore, in this work, we only used
Seq2Seq for persona generation.

4.4. Large Models Finetuning. The next stage of the research aims
to evaluate the quality of training larger models. For this purpose, the
FRED-T5 model was employed, which was trained on a translated dataset
without pretraining on similar persona extraction tasks. In addition to the
selected model, Starling-7B was considered due to its high performance on
the LMSYS leaderboard15. Experiments were conducted to compare the
results of fine-tuning the lighter models, including MBart, mT0 and ruT5.

The FRED-T5 model was trained using NCE, which involved both pos-
itive and negative personas. This was done to prove the hypothesis that
using NCE loss can improve precision. Due to the significant computing
resources required for training of FRED-T5 with NCE Loss and Starling-
7B, LoRA [8] was used to train a portion of the weights while maintaining
a similar level of quality as a full fine-tuning process. The training utilized
the following parameters: r=16, lora_alpha=32, and lora_dropout=0.1.

4.5. Finetuning on Translated and Original Dialogues. The trans-
fer of cross-lingual knowledge could be supported by finetuning not only
on similar tasks but also on translated and original samples. To explore
the impact of such an approach, a dataset was collected that contains
original English dialogues and the same dialogues translated into Russian.
The underlying hypothesis is that if the model is able to solve the task in
both languages, the quality of persona extraction would be higher as the
knowledge is transferred between languages.

To prove this hypothesis, we used mT0, Starling-7B, and ruT5. As mT0
was finetuned on a diverse range of cross-lingual tasks, we expected that
it may yield better results than MBart. Starling-7B was selected to show
that the quality achieved through finetuning on both languages and size
could potentially exceed that of other configurations. Finally, experiments
with ruT5 are necessary to assess the impact of finetuning a monolingual
model, so we finetuned it only on translated Russian dialogues.

15https://arena.lmsys.org
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Table 4. Results of various approaches to training models
for persona extraction.

Model P R F1↓ F1bert rougeL bleu meteor

Starling-7B-ru-en 0.902 0.749 0.818 0.820 0.495 0.289 0.462
Starling-7B-ru 0.897 0.744 0.813 0.817 0.488 0.284 0.457
FRED-T5 0.879 0.753 0.811 0.818 0.483 0.283 0.462
Pre-MBart 0.864 0.755 0.805 0.812 0.462 0.272 0.452
MBart 0.860 0.756 0.805 0.814 0.467 0.271 0.454
NCE-Pre-MBart 0.869 0.742 0.801 0.813 0.468 0.267 0.448
mT0-large-ru-en 0.866 0.724 0.789 0.813 0.463 0.254 0.437
ruT5 0.867 0.716 0.784 0.813 0.470 0.251 0.433
NCE-FRED-T5 0.889 0.677 0.769 0.808 0.458 0.220 0.403
mT0-large-ru 0.842 0.680 0.752 0.805 0.443 0.232 0.414
Enc2Enc 0.811 0.588 0.682 0.782 0.393 0.164 0.343

5. Results

The results presented in Table 4 demonstrate the effectiveness of various
models finetuned on the persona extraction dataset. Here, P, R, F1 repre-
sent respectively Precision, Recall and F1 for persona extraction. Metric
with the “bert” prefix corresponds to the bertscore F1 measure. MBart is
a simple finetuned MBart model for persona extraction. Pre-MBart is pre-
trained MBart fine-tuned on the persona extraction task. NCE-Pre-MBart
is Pre-MBart with the additional NCE Loss. Enc2Enc is the Seq2Seq model
based on encoders, trained on the persona classification task. The NCE-
FRED-T5 is identical to the FRED-T5, except for the addition of an NCE
Loss. Models bearing the “ru” and “ru-en” designations are subjected to
fine-tuning on translated dialogues alone, as well as on translated and
original dialogues.

The majority of the models demonstrated high precision, rarely making
mistakes. This may be due to the fact that most personas in the dialogue
have a clear presence and, therefore, they are easily identified by almost
all of the models. Additionally, models may extract a limited number of
personas with which the model is highly confident, indicating that they
belong to a specific dialogue participant. Consequently, the precision would
be high.
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However, it is worth noting that the models’ low recall values indicate
the difficulty in extracting all personas from the dialogues. This may be due
to some personas being expressed implicitly, making it challenging for the
models to recognize them. This is particularly evident in the comparison
between Enc2Enc models and Bart, FRED-T5 or Starling in the table,
where it can be observed that smaller models exhibit lower recall values.

Finetuned models without pretraining on similar tasks produce results
comparable to pretrained models, both in terms of the F-measure and
other metrics, which yield similar outcomes. Therefore, we conclude that
pretraining a model is not essential to achieve the best results in the per-
sona extraction task. As for the hypothesis of using the NCE loss, we
conclude that it affects the precision of both MBart and FRED-T5 mod-
els. The precision value for FRED-T5 varies by approximately 2%, while
for MBart, the difference is nearly 1%. However, it is important to note
that the use of NCE Loss results in a decrease in recall. This may be be-
cause the models prioritize precision over generating all possible dialogue
personas, possibly neglecting some of the target ones.

The finetuned RoBERTa classifier-based Enc2Enc model yields the low-
est metrics. It struggles with generating personas, resulting in a low recall
value. However, if speed or precision in extracting personas is a priority,
these models may be useful in real world tasks.

The FRED-T5 and Starling models, which are the largest among other
models, demonstrated the most promising results. This suggests that as
the size of a model increases, so does its ability to extract personas.

Using both translated and original samples is beneficial for the model’s
quality, as evidenced by the fact that the metrics for mT0 and Starling,
which were finetuned on such samples, are higher than those obtained
without the original samples. Furthermore, the metrics for mT0 exhibited
a notable improvement. The low metrics value observed for ruT5 suggests
that the model’s multilinguality could potentially enhance its quality in
instances where the data is constrained by translations.

We also note that the quality of the persona classifier trained on the
English-language persona dataset remains high when applied to Russian-
language data. Knowledge acquired in English can be successfully trans-
ferred to the Russian language. The simplicity of the classification task
required by the model may explain why it does not require syntactic or
other language knowledge. The model only needs specific key phrases for
accurate classification, which are identical in both Russian and English.
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Table 5. Correlations between automatic and manually
annotated personas.

Correlation

Total Extracted Personas 1.000
Total Target Personas + Classified Personas 0.949
Correctly Extracted Personas + Classified Personas 0.874
Matched Target Personas + Classified Personas 0.737

Table 6. Metrics for manual and automatic annotations.

Annotation Precision Recall F1

Manual 0.887 0.628 0.734
Automatic 0.858 0.722 0.784

6. Discussion

6.1. Proposed Metrics Analysis. The comparison demonstrates that
traditional metrics, such as ROUGE, BLEU, BertScore, and so forth, fail
to provide detailed insights into the shortcomings of the models. Proposed
metrics, however, offer a means of identifying the challenges that the mod-
els face. Nevertheless, it remains unclear to what extent the metrics accu-
rately reflect the quality of the models. To investigate this, we randomly
selected a few samples and manually annotated them. Manual annotation
was expected to reveal the prevalent issues and the actual model’s quality.

Manual annotation was conducted in a manner similar to automatic
annotation. Instead of utilizing a similarity model and persona classifier,
extracted personas were manually matched with the target personas. This
approach allowed not only to compute the metrics correctly, but also to
evaluate the typical errors associated with the proposed metrics. Table 5
shows the Pearson correlation between the count of manual and automatic
calculation of matched personas described in (1) and (2). Table 6 presents
the manual and automatic metrics.

There is a high correlation between manual and automatically counted
personas. However, it is worth noting that the coefficient for Matched Rel-
evant Instances is lower than all others. This, in turn, affects the recall



PERSONA EXTRACTION EFFECTIVENESS 75

metric. As we can see in Table 6, automatic annotation slightly overes-
timates the recall value. Otherwise, the metrics of automatic annotation
have almost the same values as those of manual annotation. This confirms
the conclusions drawn about the quality of the models. Consequently, the
proposed metrics can be used to evaluate persona extraction.

6.2. Typical Metrics Errors. During the manual annotation process,
we encountered several issues with the proposed metrics. One of the main
challenges was the similarity model’s tendency to mismatch sentences that
express the presence or absence of specific objects. For instance, the per-
sonas “I don’t have pets” and “I don’t have a job” were incorrectly matched,
despite both sentences indicating absence, but of different items. This high-
lights the limitation of the similarity model in capturing subtle differences
in meaning.

Furthermore, the person extraction model may occasionally misiden-
tify the subject of the persona, leading the similarity model to erroneously
match the target and extracted personas. For instance, the model extracted
the persona “I am reading Ender’s Game” from the dialogue, whereas the
target persona is “My son has finished the book Ender’s Game.” The simi-
larity model matched both personas, which is incorrect because the actual
persona refers to the son, not the subject.

Finally, there were difficulties in manual annotation of the extracted and
target persona, particularly in situations where some personas are spoken
of in the past tense. As an illustration, the following personas can be used:
“I liked art” and “I don’t like art”. On the one hand, both personas can be
identical in meaning, since the persona can be restated as “I used to like
art, but now I don’t". Conversely, it cannot be assumed that one does not
currently dislike art, as this does not necessarily imply that one previously
enjoyed it. Such circumstances introduce further complexity to the process
of manual annotation.

To address some of the challenges, two approaches could be employed.
First, it is necessary to identify the threshold more accurately. Some per-
sonas were incorrectly matched due to a relatively high similarity value.
Increasing the threshold could filter out such personas. Second, the E5 sim-
ilarity model may not be the optimal choice. There are numerous multilin-
gual similarity models that demonstrate high results on the MTEB. How-
ever, not all of them are suitable for matching personas. Consequently, it is
necessary to conduct experiments to ascertain the most effective method-
ology for matching personas.
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7. Conclusion

The study outlines a process for evaluating the effectiveness of various
model training methods in extracting personas from dialogues. To assess
the quality of these models, a metric based on F1-score has been developed,
which considers both precision and recall of the model’s predictions. Two
algorithms have been developed for this purpose: one for matching targets
with extracted information, and another for classifying each persona. The
algorithms used in this study are based on the E5 sentence encoder and
the persona classifier model.

A series of experiments were conducted utilizing a range of models,
including the MBart, FRED-T5, Starling-7B based on the Mistral, mT0
and Enc2Enc models. Furthermore, the integration of Cross-Entropy and
NCE Losses was employed to enhance the precision of persona extraction.
The Starling-7B was identified as exhibiting the highest quality due to its
substantial size. Significant quality improvement is achieved through the
finetuning of models on translated and original examples. This approach
facilitates cross-lingual knowledge transfer in a manner that is more effec-
tive than other approaches, including pretraining on similar tasks.

Despite the high precision of extracting personas, the research findings
indicate that the models face challenges in extracting all personas from the
dialogue, as evidenced by the low recall values obtained. This situation is
observed even in large models such as Starling and Fred-T5. Therefore, it is
not necessary to use LLMs for this task. In instances where computational
resources are constrained, it may be feasible to utilize less costly models
based on the Bart or T5 architectures, while maintaining an acceptable
degree of precision.
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Appendix A. Dataset Sample for Persona Classification
Dialogue bot_0: Hi, how are you today?

bot_1: Fine, thanks! Just getting up, though. Went to bed
late.
bot_0: Good morning, then! Hot enough for you? Ca not
wait for winter.
bot_1: Yeah, I like winter, though I do not go outside much
anyway.
bot_0: Same here, its a little hard with my wheelchair.
bot_1: Oh, I imagine so! I do not have a wheelchair, but
I’m in school. Computer engineering.
bot_0: Interesting! With cooler weather coming you gotta
watch out for colds. Don’t wanna miss class!
bot_1: Yeah, that is true. I’ve a real passion for computer
programming.
bot_0: I always stock up on vitamin c, just in case. Pro-
gramming sounds like fun!
bot_1: Its fun. I hope to use it to open my own company
with my best friend.
bot_0: Friends are the best! My vestie actually bought me
a car last year. Totally surprised me!
bot_1: That’s awesome! My best friend is actually gay, but
I’m not.
bot_0: Love is love! Good luck with your business venture!
bot_1: I agree! And thanks very much. I hope it works out.
bot_0: Just keep to it one thing my disability has taught
me is to never stop trying!
bot_1: That’s extremely inspirational, thanks

Persona I like computer programming
Target 1
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Appendix B. Dataset Sample for Persona Extraction
Prompt bot_0: Hi. My name is mike. How are you?

bot_1: Hey. I’m good. How are you?
bot_0: Not bad. I just got back from the pool I love swim-
ming.
bot_1: Nice! I have a love for dogs, well all animals really.
bot_0: Me too! I’ve two cats and a dog.
bot_1: Wow nice! I am ready to go back to finish vet school.
bot_0: My school is starting soon. We have a lot to read
but I love reading.
bot_1: Nice. I also love to read. What types of books do
you like?
bot_0: My favorite is science fiction but I also like philos-
ophy books.
bot_1: Nice. I read a lot about vegan before becoming one.
bot_0: Hey I’m vegan too! I’m very tall and my skin is blue
because I’m so healthy.
bot_1: Nice! Your skin is blue?!?!
bot_0: Haha yes a little bit. I look like a character from
the avatar movie.
bot_1: Or a smurf. I loved that cartoon.
Facts about bot_0:

Target My name is Mike. I love swimming. I have 2 cats and a dog.
I go to school and love reading. I like science fiction and
philosophy books. I’m also tall and healthy. I’m a Vegan.
My skin is bluish.
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