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Abstract. The paper is concerned with a coupled piezo-electric
problem with incompletely known coefficients of the elasticity ten-
sor and two other tensors that define electric properties of the me-
dia. Due to this uncertainty, the problem possesses a set (cloud) of
equally probable solutions instead of the unique solution. Quantita-
tive characteristics of this set are derived by a posteriori estimates
of the functional type. They give an upper bound of the cloud diam-
eter and lower bound of maximal diameter of the ball inscribed. The
estimates are fully computable. They are based on solving algebraic
optimisation problems of low dimensionality related to the sets con-
taining possible coefficients. In the case of isotropic elasticity with
the Poisson’s ratio close to 0.5, it is shown that even tiny values of
uncertainty in the coefficient may generate very large errors in the
solution.

§1. Introduction

Mathematical models of real life problems are never known exactly.
There always exists a certain lack of knowledge on geometry, physical
constants, and other parameters. Depending on a particular problem, this
fact may or may not be ignored. A special branch of error analysis called
uncertainty quantification studies effects caused by incomplete knowledge
on the problem data (e.g., see [1, 23]).

In this paper, we consider boundary-value problems for a coupled system
of partial differential equations whose coefficients contain indeterminacy.
Our approach to analysis of uncertainty errors is based on using the ma-
chinery of functional type a posteriori estimates. It was suggested in [16],
where these mathematical tools were used to deduce guaranteed and fully
computable bounds of uncertainty errors for a boundary value problem
of elliptic type. The case of elliptic type system was investigated in [10].
Here we study a more complicated pieso-electric problem. It belongs to

Key words and phrases: errors generated by uncertain data, a posteriori error esti-
mates of the functional type, coupled pieso-electric problem.
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the class of so-called multiphysics problems that involve several equations
of different types associated with different processes or phenomena. Piezo-
electricity is an electromechanical energy transduction mechanism so that
the corresponding model combines elasticity equations with the equations
describing density of electric charge.

The first (linear) mathematical model of this kind was derived by W.
Voigt [27]. Various advanced models of an elastic medium with polarization
we presented later in [12, 13, 25], and [26]. Effects evoked by thermal and
magnetic fields are considered in [5, 6] and [11]. In [2], the authors inves-
tigated a linear model, excluding hysteresis effects, to describe the inter-
action between the elastic and electrical fields within a three-dimensional
piezoelectric matrix containing metallic inclusions.

Typical approaches to solving multiphysics problems numerically in-
volve sequentially solving the selected equation using previously computed
numerical solutions of other equations. Hence the errors affect each other
and enhances the overall error. This principal difficulty concerns numerical
errors as well as those caused by data uncertainty. To overcome it we need
fully computable and guaranteed a posteriori error estimates. For some
coupled problems in continuum mechanics these estimates have been de-
rived in [8,16,18,20,21]. Their derivation is based on the theory of a poste-
riori error estimates of the functional type introduced in [14–16] and other
publications cited therein. Unlike a posteriori estimates of other types, es-
timates of they do not rely on specific information about the approximate
solution and do not contain mesh-dependent constants. Thus, they provide
computable measures of accuracy for a broad range of problems (see [9]
for practical applications to finite element and other numerical methods
and [19] for analysis of modeling errors).

In this paper, we use them to study effects caused by incomplete knowl-
edge of the coefficients in the coupled mathematical model of pieso-electric
crystal. Classical and generalised formulations of the mathematical model
are discussed in Section 2, where we also introduce notation and func-
tional spaces. A posteriori estimates of the functional type are presented
in Section 3 and two–sided error bounds of errors generated by uncertain
data are deduced in Section 4 (estimates (4.22), (4.31), and and (4.34)).
In addition, we discuss a particular case, where the elastic part is defined
by the isotropic relation with the Poisson’s coefficient close to 0.5. It is
shown that here we have effects similar to those earlier noticed in [10]. If
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the elasticity equation is supplied with purely Dirishlét boundary condi-
tions, then the ratio of the solution cloud diameter to maximal variation
of the coefficient may grow catastrophically when approaching to 0.5. In
this case, even tiny uncertainty in this coefficient may generate very large
uncertainty in the solution so that any quantitative analysis of the prob-
lem may become senseless. To avoid this situation the Dirichlét boundary
conditions must be compatible with a divergence free field.

§2. Mathematical model

Let Ω be an open bounded domain in Rd (d ∈ {2, 3}) with Lipschitz
continuous boundary Γ. The model of a pieso-electric body operates with
the vector valued function u : Ω → Rd (elastic displacement) and scalar
field ϕ : Ω→ R (electric potential). Within the framework of linear elas-
ticity model, the strain tensor ε is defined as the symmetric part of the
displacement gradient, i.e., ε(u) = 1

2

(
∇u+ (∇u)T

)
. The system of equa-

tions

Divσ(u, ϕ) + f = 0, (2.1)
divp(u, ϕ) + g = 0 (2.2)

describes deformation of the body occupying Ω. It contains the body force
vector f and the scalar field of the electric charge density g . Here and
later on Div and div denote the divergence operators for the tensor and
vector valued functions, respectively, i.e., Div τ = ∇ · τ = τij,j and
divq = ∇ · q = qi,i . In these relations, and later on the Einstein sum-
mation convention of summation over the repeated indices is adopted.

The stress tensor σ and the dielectric flux p are coupled via the linear
piezoelectric material law:

σ(u, ϕ) = Lε(u) + B · ∇ϕ, (2.3)

p(u, ϕ) = K · ∇ϕ − BT : ε(u). (2.4)

In (2.3), L = {Lijkl} is the forth-order tensor of elastic moduli, which
satisfies the condition

γ2
1(L) |ε|2 6 L ε : ε 6 γ2

2(L) |ε|2, ∀ε ∈Md×d
sym , (2.5)

where Md×d
sym is the space of symmetric real valued d× d tensors. We as-

sume that Lijkl ∈ L∞(Ω) and possess natural symmetry properties:

Lijkm = Ljikm = Lkmij ∈ L∞(Ω), i, j, k,m = 1, . . . , d. (2.6)
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Constitutive relations (2.3)–(2.4) also contain the (third-order) piezoelec-
tric tensor

B = {Bijs}, Bijs ∈ L∞(Ω)

and the (second-order) dielectric material tensor K = {Kij} ∈ Md×d
sym . It

satisfies the conditions

Kij=Kji∈L∞(Ω), γ2
1(K) |ζ|26Kζ · ζ6γ2

2(K) |ζ|2, ∀ζ∈Rd. (2.7)

The system (2.1)–(2.4) is supplied with the boundary conditions

u = u0 on Γ1
D, ϕ = ϕ0 on Γ2

D (2.8)

stated for the case where the Dirichlet boundary conditions u0 for the
elastic component of the solution is defined on Γ1

D and ϕ = ϕ0 for the
electric component is defined on Γ2

D. It is assumed that these parts of Γ
have positive surface measures. We note that, in general, Γ1

D and Γ2
D are

two different parts of the boundary Γ. On the remaining parts Γ1
N := Γ\Γ1

D

and Γ2
N := Γ \ Γ2

D we impose the homogeneous Neumann conditions

σ · n = 0 on Γ1
N , p · n = 0 on Γ2

N , (2.9)

where n denotes the unit outward normal to Γ. We introduce Hilbert spaces

H(Ω, Div) := {τ ∈ L2(Ω, Md×d
s ), Div τ ∈ L2(Ω, Rd)}

and
H(Ω, div) := {q ∈ L2(Ω, Rd), divq ∈ L2(Ω)}

supplied with the norms

‖u‖div :=

∫
Ω

(|u|2+|divu|2)

1/2

and ‖σ‖Div :=

∫
Ω

(|σ|2+|Divσ|2)

1/2

,

respectively.
H1(Ω) and H1(Ω,Rd) denote the Sobolev spaces of scalar and vector

valued functions defined in Ω which are square summable with the first
derivatives and

V0 :=
{
v ∈ V := H1(Ω;R3)

∣∣∣v|Γ1
D

= 0
}
,

M0 :=
{
ψ ∈M := H1(Ω)

∣∣∣ψ|Γ2
D

= 0
}
.

Then

V0 + u0 := {v ∈ V | v = w + u0, w ∈ V0} ,
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and

M0 + ϕ0 := {ψ ∈M | ψ = η + ϕ0, η ∈M0}

are the sets of functions satisfying the prescribed boundary conditions.
Let f ∈ L2(Ω,Rd), g ∈ L2(Ω),

F (w) :=

∫
Ω

f ·w dx, and G(η) :=

∫
Ω

g η dx.

The generalized solution of the problem (2.1)-(2.4) is defined as the pair
of functions u ∈ V0 +u0 and ϕ ∈M0 +ϕ0 satisfying the system of integral
identities ∫

Ω

σ(u,w) : ε(w) dx = F (w), ∀w ∈ V0, (2.10)

∫
Ω

p(η,u) · ∇η dx = G (η), ∀η ∈M0, (2.11)

where σ and p are defined by the relations (2.3) and (2.4). Well–posdness
of the problem can be established by known methods (e.g., see [24]).

For our purposes, it is convenient to rewrite (2.10)-(2.11) as a saddle
point problem:
find (u, ϕ) ∈ (V0 + u0)× (M0 + ϕ0) such that

L(u, ψ) 6 L(u, ϕ) 6 L(v, ϕ) ∀ψ ∈M0 + ϕ0, ∀v ∈ V0 + u0, (2.12)

where the Lagrangian is defined by the relation

L(v, ψ) :=

∫
Ω

(
1

2
Lε(v) : ε(v) +∇ψ ·B : ε(v)− 1

2
K∇ψ · ∇ψ

)
dx

+G(ψ)− F (v).

It is easy to see that:

L(v, ·) : V0 + u0 → R− convex and continuous,

L(·, ψ) : M0 + ϕ0 → R− concave and continuous,

L(v, 0) → +∞ for ‖v‖V → +∞,
L(0, ψ) → −∞ for ‖ψ‖M → +∞.

Hence existence of (u, ϕ) follows from known results in convex analysis
(e.g., see [4]).
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Consider the right hand side of the saddle point relation:

L(u, ϕ) 6 L(v, ϕ) ∀v ∈ V0 + u0.

We represent it in the variational form

Jϕ(u) 6 Jϕ(v) ∀v ∈ V0 + u0,

where

Jϕ(v) :=

∫
Ω

(
1

2
L ε(v) : ε(v) +∇ϕ ·B : ε(v)

)
dx− F (v).

The minimizer u satisfies the relation∫
Ω

(L ε(u) : ε(w) +∇ϕ ·B : ε(w)) dx− F (w) = 0, ∀w ∈ V0. (2.13)

which coincides with (2.10).
The left hand side of (2.12) reads

Iu(ϕ) 6 Iu(ψ) ∀ψ ∈M0 + u0,

where

Iu(ψ) :=

∫
Ω

(
1

2
K∇ψ · ∇ψ −∇ψ ·B : ε(u)

)
dx−G(ψ).

Here, the minimizer ϕ satisfies the integral relation∫
Ω

(K∇ϕ · ∇η −∇η ·B : ε(u)) dx−G(η) = 0 ∀η ∈M0, (2.14)

which coincides with (2.11).

§3. Two–sided error bounds

Let v ∈ V0 + u0 and ψ ∈ M0 + ϕ0 be viewed as approximations of u
and ϕ, respectively. Then u − v and φ − ψ are the corresponding errors.
Computable bounds of these errors follow from (2.13) and (2.14). Notice
that the norm

|[u, ϕ|]2 := ‖ε(u)‖2L + ‖∇ϕ‖2K (3.1)

is the natural energy norm associated with the problem. It is convenient
to use it as a measure of errors.
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Let us set w = u − v in (2.13) and η = ϕ − ψ in (2.14). Then, these
relations can be represented in the following equivalent forms∫

Ω

(L ε(u− v) : ε(u− v) +∇(ϕ− ψ) ·B : ε(u− v)) dx− F (u− v)

+

∫
Ω

(Lε(v) : ε(u− v) +∇ψ ·B : ε(u− v)) dx = 0 (3.2)

and∫
Ω

(K∇(ϕ− ψ) · ∇(ϕ− ψ)−∇(ϕ− ψ) ·B : ε(u− v)) dx−G(ϕ− ψ)

+

∫
Ω

(K∇ψ · ∇(ϕ− ψ)−∇(ϕ− ψ) ·B : ε(v)) dx = 0. (3.3)

By adding (3.2) and (3.3) we obtain

|[u− v, ϕ− ψ|]2 =

∫
Ω

(L ε(v) +∇ψ ·B) : ε(u− v) dx

+

∫
Ω

(K∇ψ · ∇(ϕ− ψ)−∇(ϕ− ψ) ·B : ε(v)) dx

−
∫
Ω

(f · (u− v) + g(ϕ− ψ)) dx. (3.4)

To rearrange the right hand side of (3.4), we introduce two functions τ ∈
H+(Ω, Div) and q ∈ H+(Ω, div). For them we have integral identities∫

Ω

(τ : ε(w) + Div τ · w) dx = 0 ∀w ∈ V0, (3.5)

∫
Ω

(q · ψ + div q ψ)dx = 0 ∀ψ ∈M0. (3.6)

By (3.5) and (3.6) we represent (3.4) in the form
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|[u− v, ϕ− ψ|]2 =

∫
Ω

(L ε(v) +∇ψ ·B− τ ) : ε(u− v) dx

+

∫
Ω

∇(ϕ− ψ) · (K∇ψ −B : ε(v)− q) dx

−
∫
Ω

(Div τ + f) · (u− v) dx−
∫
Ω

(divq + g) (ϕ− ψ) dx. (3.7)

This identity implies guaranteed error bounds. Consider the quantities

M1(v, ψ, τ ) := ‖τ −L ε(v)−B ·∇ψ‖L−1 +µF (L,Ω,Γ1
D)‖f +Divτ‖ (3.8)

and

M2(v, ψ,q) := ‖q−K∇ψ +BT : ε(v)‖K−1 + µF (K,Ω,Γ2
D)‖g + divq‖,

(3.9)
where µF are constants in the Friedrichs type inequalities

‖w‖ 6 µF (L,Ω,Γ1
D) ‖ε(w)‖L ∀w ∈ V0,

and
‖η‖ 6 µF (K,Ω,Γ2

D) ‖∇η‖K ∀ϕ ∈M0.

Here and later on ‖ · ‖ stands for the L2 norm of a vector or scalar
valued function. The quantities M1 and M2 contain only known func-
tions (approximations v and ψ, and the functions τ ∈ H+(Ω,Div) and
q ∈ H+(Ω,div) that can be viewed as approximations of the elastic stress
and of the dielectric flux, respectively).
Theorem below shows that these two quantities majorate the error norm.

Theorem 3.1. i) For any v ∈ V0+u0 and ψ ∈M0 combined error
norm is bounded from above by the estimate

|[u− v, ϕ− ψ]|2 6M2
1(v, ψ, τ ) +M2

2(v, ψ,q), (3.10)

where τ and q are arbitrary functions in the spaces H+(Ω,Div)
and H+(Ω,div), respectively.

ii) The right-hand side of (3.10) vanishes if and only if

v = u, ψ = ϕ, τ = L ε(u) +B · ∇ϕ, and q = K∇ϕ+BT : ε(u).

Proof of Theorem 3.1 follows from the identity (3.7). The reader
find it and comments on applications to error estimation for finite element
approximations in [8].
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Remark 3.2. It is easy to see that

µF (L,Ω,Γ1
D)6c2(L)CKµF (Ω,Γ1

D), µF (K,Ω,Γ2
D)6γ2(K)µF (Ω,Γ2

D),

where CK is the constant in the Korn’s inequality and µF (Ω,Γ1
D) and

µF (Ω,Γ2
D) are constants in the inequalities

‖w‖6µF (Ω,Γ1
D)‖∇w‖, ∀w∈V0, ‖η‖6µF (Ω,Γ2

D)‖∇η‖, ∀ϕ∈M0.

In general, finding majorants of µF (Ω,Γ1
D) and µF (Ω,Γ2

D). may be a
difficult task. However, there are known methods that can be used to
compute majorants of such constants (e.g., see [3], [7], [17], [22]).

Above presented error majorants are helpful for estimation the accuracy
of numerical approximation. In what follows, we are focused on a different
task: evaluation of modeling errors generated by uncertain data. For this
purpose, we also need error minorants.

By 2.13), we find that

Jϕ(v)− Jϕ(u)

=

∫
Ω

(
1

2
Lε(v) : ε(v)− 1

2
Lε(u) : ε(u)+∇ϕ ·B : ε(v − u)

)
dx− F (v − u)

=

∫
Ω

(
1

2
Lε(v−u) : ε(v−u)+Lε(u) : ε(v−u)+∇ϕ ·B : ε(v−u)

)
dx−F (v−u)

=
1

2
‖ε(v − u)‖2L. (3.11)

Since
1

2
‖ε(v − u)‖2L > Jϕ(v)− Jϕ(v + w) ∀w ∈ V0,

(3.11) implies the lower bound

1

2
‖ε(v − u)‖2L

> sup
w∈V0

{
F (w)−

∫
Ω

(
(Lε(v)+∇ϕ ·B) : ε(w)+

1

2
Lε(w) : ε(w)

)
dx

}
(3.12)

In (3.12), the function ϕ is generally unknown. Therefore, if we wish to
have a fully computable lower bound, then a certain approximation ψ,
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should be used instead of ϕ. The respective difference enters the estimate
and, as a result, the lower bound comes in the form

1

2
‖ε(v − u)‖2L > sup

w∈V0

{
F (w)− 1

2
‖ε(w)‖2L

−
∫
Ω

(Lε(v) +∇ψ ·B) : ε(w) dx− ‖∇(ψ − ϕ)‖Ω‖B : ε(w)‖Ω
}

(3.13)

Here the norm ‖ψ − ϕ‖ can be estimated by Theorem 1. To find a suit-
able function w it is convenient to maximize the first three terms in the
right hand side of (3.13) (what amounts solving a quadratic minimization
problem). A practical way to apply this estimate is to define a suitable w
by maximization of the first three terms in the right hand side and use it
to define the quantity ‖B : ε(w)‖Ω in the last term.

Similar arguments lead to a lower bound for another component of the
error

1

2
‖∇(ψ − ϕ)‖2K

>sup
η

{
G(η)− 1

2
‖∇η‖2K−

∫
Ω

(K∇η · ∇ψ−∇η ·B : ε(u))dx
}
. (3.14)

Summation of (3.13) and (3.14) yields a lower bound of the combined
energy norm (3.1), which is used in the next section.

§4. Errors generated by uncertain data

4.1. Problem with uncertain data. Now we consider the case, where
L, B, and K are not known exactly. This situation is typical for appli-
cations, where physical parameters of the system are usually known with
certain accuracy only. Hence instead of concrete L, K, and B we can only
say that these matrixes belong to some sets. A natural way to define such
sets is to introduce "mean" values L, K, B and possible variations around
them. We assume that

L = L+ δL; L ∈ L,
K = K+ δK; K ∈ K, (4.1)

B = B+ δB; B ∈ B,
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where L, K, and B are the sets that contain equally probable matrices of
the coefficients. In the simplest case,

L :=

Lijkm : |L| =
∑
i,j,k,m

L2
ijkm 6 ε2L

 ,

K :=

Kij : |K| =
∑
i,j

K2
ij 6 ε2K

 ,

B :=

Bijk : |B| =
∑
i,j,k

B2
ijk 6 ε2B

 .

Here possible coefficients of the matrices are contained in balls, whose
radii are εL, εK , and εB . In general, the sets L, K, and B may have more
complicated structures defined by a certain amount of parameters, but this
will not require essential changes of the method presented below. By δL,
δK, and δB we define the sets of admissible variations around L, K, and
B, respectively, i.e.,

L = L+ δL, K = K+ δK, B = B+ δB.

Let γ1(K) and γ2(K) be two positive constants in the inequality

γ2
1(K) |ζ|2 6 Kζ · ζ 6 γ2

2(K) |ζ|2 ∀ζ ∈ Rd,

which is analogous to (2.7). Then for all ζ ∈ Rd, we have

β1,KKζ · ζ 6 (γ2
1(K)− εK) |ζ|2 6 Kζ · ζ = Kζ · ζ + δKζ · ζ

6 γ2
2(K) |ζ|2 + |δKζ| |ζ| 6 (γ2

2(K) + εK) |ζ|2 6 β2,KKζ · ζ, (4.2)

where

β1,K := 1− εK

γ2
2(K)

and β2,K :=
γ2

2(K) + εK

γ2
1(K)

.

We assume that variations around the "mean" matrix K are limited, i.e.,

γ2
2(K) > εK ,

so that β1,K > 0 and all matrices in K are positive definite. From (4.2) it
follows that

β1,K‖ψ‖2K 6 ‖ψ‖2K 6 β2,K‖ψ‖2K ∀ψ ∈M0. (4.3)
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Analogously, let γ1(L) and γ2(L) be positive constants in the inequality

γ2
1(L) |τ |2 6 Lτ : τ 6 γ2

2(L) |τ |2 ∀τ ∈Md×d
s .

Then for all τ ∈ Rd, we have

β1,LLτ · τ 6 (γ2
1(L)− εL) |τ |2 6 Lτ : τ = Lτ · τ + δLτ · τ

6 γ2
2(L) |τ |2 + |δLτ | |τ | 6 (γ2

2(L) + εL) |τ |2 6 β2,LLτ · τ , (4.4)

where

β1,L := 1− εL

γ2
2(L)

and β2,L :=
γ2

2(L) + εL

γ2
1(L)

and it is assumed that γ2
2(L) > εL. Hence

β1,L‖ε(v)‖2
L

6 ‖ε(v)‖2L 6 β2,L‖ε(v)‖2
L

∀v ∈ V0. (4.5)

Let D denote the set of all admissible L, K, and B satisfying (4.1). This
set of data generates the corresponding sets of all admissible solutions

Υ := {u ∈ V0 | u is solution of (2.1)–(2.9) for some (L,K,B) ∈ D} ,
Φ := {ϕ ∈M0 | ϕ is solution of (2.1)–(2.9) for some (L,K,B) ∈ D} .

Thus, instead of a single solution we have these sets of equally possible
solutions, which can be called "solution clouds". In Fig. 1 these sets are
coloured blue and D := L ∪ K ∪ B.

The quantities

RΥ := sup
u∈Υ
‖u− u‖V and RΦ := sup

ϕ∈Φ
‖ϕ− ϕ‖M (4.6)

are important characteristics of Υ and Φ. They show sizes of Υ and Φ
in terms of the energy norms and, therefore, give a presentation on the
accuracy limits induced by uncertain data. In view of (2.5), (2.7), and
Korn’s inequality they are equivalent to

RΥ,L := sup
u∈Υ
‖ε(u− u)‖L and RΦ,K := sup

ϕ∈Φ
‖∇(ϕ− ϕ)‖K. (4.7)

The quantities defined by (4.6) and (4.7) define (in terms of different
norms) sizes of balls containing Υ and Φ.

Computations with the accuracy eu for approximations of u and eφ for
approximations of ϕ are sensefull if numerical errors are much larger than
the errors caused by data uncertainty, i.e., if eu > RΥ,L and eφ > RΦ,K .
Therefore, our first goal is to deduce estimates of RΥ,L and RΦ,K .
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{L,K,B}

Set of data
D

{L,K,B}

RΥ

Υ
u

û

RΦ

Φ

ϕ̂

ϕ

Figure 1. The sets D, Υ, and Φ.

In principle, there is a straightforward way to get a presentation on these
quantities. It consists of solving sufficiently large amount of problems re-
lated to different data and comparing the respective solutions. However,
this way is very expensive and not reliable. In what follows, we suggest
another method, where fully guaranteed estimates of RΥ,L and RΦ,K are
obtained by solving algebraic problems associated with the sets of param-
eters L, K, and B. The crucial step on this way is done by means of a
posteriori estimates of the functional type discussed in the preceding sec-
tion.

4.2. Majorants of RΥ,L and RΦ,K . Let u and ϕ denote the solution
of the system (2.1)-(2.4) in Ω with the matrices L,B and K, i.e.,

σ = Lε(u) +∇ϕ ·B, (4.8)

p = K∇ϕ−BT : ε(u). (4.9)
Divσ + f = 0, (4.10)
divp + g = 0. (4.11)
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All the problems are supplied with the same boundary conditions

u = u0 on Γ1
D, ϕ = ϕ0 on Γ2

D,

σ · n = 0 on Γ1
N , p · n = 0 on Γ2

N .

Let u and ϕ be defined by (2.1), (2.2), (2.3, and (2.4). We compare these
functions with u and ϕ . Due to (4.10) and (4.11) the last terms of (3.8)
and (3.9) vanish and, therefore,

M1(u, ϕ,σ) = ‖σ − L ε(u)−B · ∇ϕ‖L−1 = ‖T(u, ϕ; δL, δB)‖L−1

and

M2(u, ϕ,p) = ‖p−K∇ϕ+BT : ε(u)‖K−1 = ‖S(u, ϕ; δK, δB)‖K−1 ,

T(u, ϕ; δL, δB) := δLε(u) +∇ϕ · δB, (4.12)
S(u, ϕ; δK, δB) := δK∇ϕ− δB : ε(u). (4.13)

and by (3.10) we obtain

‖ε(u−u)‖2L+‖∇(ϕ−ϕ)‖2K6‖T(u, ϕ; δL, δB)‖L−1 +‖S(u, ϕ; δK, δB)‖K−1 ,
(4.14)

In view of (4.3) and (4.5), we have

β1,L‖ε(u−u)‖2
L

+β1,K‖∇(ϕ−ϕ)‖2
K
6‖ε(u−u)‖2L+‖∇(ϕ− ϕ)‖2K. (4.15)

From (4.2) and (4.4) it follows that

‖ζ‖2K−1 6
1

β1,K
‖ζ‖2

K
−1 and ‖τ‖2L−1 6

1

β1,L
‖τ‖2

L
−1 .

Hence from (4.14) and (4.15) it follows that

β1,L‖ε(u− u)‖2
L

+ β1,K‖∇(ϕ− ϕ)‖2
K

6
1

β1,L
‖T(u, ϕ; δL, δB)‖

L
−1 +

1

β1,K
‖S(u, ϕ; δK, δB)‖

K
−1 . (4.16)

The left hand side of (4.16) depends on the solutions u and ϕ of the
"central" problem (4.8)–(4.11) and variations δL, δK, and δB. It gives
an upper bound of the modeling error generated by exact solutions of two
different problems. Indeed, taking supremum in the left hand side of (4.16)
with respect to u ∈ Υ and ϕ ∈ Φ is equivalent to taking supremum over
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the sets of admissible parameters in the right one. Thus, we arrive at the
principal estimate

β1,LRΥ,L + β1,KRΦ,K

6 sup
δL∈δL,
δK∈δK,
δB∈δB

{ 1

β1,L
‖T(u, ϕ; δL, δB)‖2L−1 +

1

β1,K
‖S(u, ϕ; δK, δB)‖2K−1

}
.

(4.17)

Notice that (4.17) gives an upper bound for the weighted sum of RΥ,L and
RΥ,K by analysing the set of possible data D instead of the sets of possible
solutions Υ and Φ.

To get estimates for RΥ,L and RΥ,K separately, we need to apply a bit
different estimation method. Consider the identity (3.7), where v = u,
τ = σ, ψ = ϕ, and q = p. We have

‖ε(u− u)‖2L + ‖∇(ϕ− ϕ)‖2K

=

∫
Ω

(
T(u, ϕ; δL, δB) : ε(u−u)dx+S(u, ϕ; δK, δB) · ∇(ϕ−ϕ)

)
dx, (4.18)

Integrals in (4.18) are easy to estimate:∫
Ω

T(u, ϕ; δL, δB) : ε(u− u)dx 6 ‖T(u, ϕ; δL, δB)‖
L

−1‖ε(u− u)‖L

6
1

2α1
‖T(u, ϕ; δL, δB)‖2

L
−1 +

α1

2
‖ε(u− u)‖2

L
(4.19)

and∫
Ω

S(u, ϕ; δK, δB) · ∇(ϕ− ϕ)dx 6 ‖S(u, ϕ; δK, δB)‖
K

−1‖∇(ϕ− ϕ)‖K

6
1

2α2
‖S(u, ϕ; δK, δB)‖2

K
−1 +

α2

2
‖∇(ϕ− ϕ)‖2

K
, (4.20)

where α1 ∈ (0, 2β1,L] and α2 ∈∈ (0, 2β1,K ]. Therefore,

(2β1,L − α1)‖ε(u− u)‖2
L

+ (2β1,K − α2)‖∇(ϕ− ϕ)‖2
K

6
1

α1
‖T(u, ϕ; δL, δB)‖2

L
−1 +

1

α2
‖S(u, ϕ; δK, δB)‖2

K
−1 (4.21)
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We take supremum in (4.21) with respect to all possible data and find that

(2β1,L − α1)RΥ,L + (2β1,K − α2)RΦ,K

6 sup
δL∈δL,
δK∈δK,
δB∈δB

{ 1

α1
‖T(u, ϕ; δL, δB)‖2

L
−1 +

1

α2
‖S(u, ϕ; δK, δB)‖2

K
−1

}
(4.22)

Let α2 = 2β1,K . Then (4.22) implies the estimate

RΥ,L6 inf
α1<2β1,L

sup
δL∈δL,
δK∈δK,
δB∈δB

‖T(u, ϕ; δL, δB)‖2
L

−1

α1(2β1,L−α1)
+
‖S(u, ϕ; δK, δB)‖2

K
−1

2β1,K(2β1,L − α1)
.(4.23)

Analogously, if α1 = 2β1,L then we obtain an upper bound for another
quantity

RΥ,K6 inf
α2<2β1,K

sup
δL∈δL,
δK∈δK,
δB∈δB

‖T(u, ϕ; δL, δB)‖2
L

−1

2β1,L(2β1,K−α2)
+
‖S(u, ϕ; δK, δB)‖2

K
−1

α2(2β1,K−α2)
.(4.24)

We outline that finding supremum in (4.22), (4.23), and (4.24) is equivalent
to solving a low dimensional algebraic problem.

A simpler upper bound can be deduced from (4.22) if we apply the
estimates

‖T(u, ϕ; δL, δB)‖2
L

−1 6
µ+ 1

2
‖δL ε(u)‖2

L
−1 +

µ+ 1

2µ
‖∇ϕ · δB‖2

L
−1

6
(µ+ 1)ε2L

2γ2
1(L)

‖ε(u)‖2 +
(µ+ 1)ε2B
2µγ2

1(L)
‖∇ϕ‖2, µ > 0

and

‖S(u, ϕ; δK, δB)‖2K−1 6
(ν + 1)ε2K
2γ2

1(K)
‖∇ϕ‖2 +

(ν + 1)ε2B
2νγ2

1(K)
‖ε(u)‖2, ν > 0.

In this case, (4.22) implies the estimate

(2β1,L − α1)RΥ,L + (2β1,K − α2)RΦ,K

6 inf
µ>0,
ν>0

{
κ1(µ, ν)‖ε(u)‖2 + κ2(µ, ν)‖∇ϕ‖2

}
, (4.25)
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where

κ1(µ, ν) =
(µ+ 1)ε2L
2α1γ2

1(L)
+

(ν + 1)ε2B
2να2γ2

1(K)

and

κ2(µ, ν) =
(µ+ 1)ε2B
2µα1γ2

1(L)
+

(ν + 1)ε2K
2α2γ2

1(K)
.

Estimate (4.25) suggests a practical way to estimate the size of the cloud
containing all possible solutions avoiding large computations. Indeed, this
estimate is coarser than (4.22). However, here the right hand side contains
a very simple parametric optimisation problem for the parameters µ and ν,
which can be easily solved provided that u and ϕ are known. Even if these
functions are known only approximately (e.g., as numerical approximations
uh and ϕh ), there are still no fundamental difficulties arise. First of all we
notice that if the approximations are sufficiently accurate, then the norms
‖∇ϕh‖ and ‖ε(uh)‖ would be almost the same as those in (4.25). Therefore,
estimates of the quantities will be practically the same. If, nevertheless,
we wish to get fully reliable estimates, then we use obvious estimates

‖u‖ 6 ‖uh‖+ ‖u− uh‖ and ‖ϕ‖ 6 ‖ϕh‖+ ‖ϕ− ϕh‖,

where ‖u − uh‖ and ‖ϕ − ϕh‖ are estimated by the method discussed in
Sec. 3.

4.3. Minorants of RΥ,L and RΦ,K . Now turn to another quantitative
characteristic of the solution cloud. We want to know how far various
elements of this set can be located from each other. By this we get a
presentation on the lower estimate of the diameter of the solutions cloud.
This quantity has important meaning for computer simulation methods:
it states the accuracy limit for all errors arising in computations. This
limit always exist and must be taken into account when studying errors
of approximations, which are typically considered as tending to zero if the
dimensionality of the approximation space increases. In reality this purely
theoretical scheme has no sense beyond the accuracy limit dictated by the
accuracy of mathematical model used.

To deduce guaranteed and computable lower bounds for the accuracy
limit, we take various matrices L1, K1, and B1 such that

|L1| = |K1| = |B1| = 1.
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We consider matrices, which maximally differs from L, K, and B, respec-
tively. More precisely, we define the parameters ξL, ξK , and ξB such that

ξL := max
ζ∈R

{
L+ ζL1 ∈ L

}
, (4.26)

ξK := max
ζ∈R

{
K+ ζK1 ∈ K

}
, (4.27)

ξB := max
ζ∈R

{
B+ ζB1 ∈ B

}
. (4.28)

Finding ξL, ξK , and ξB is a simple algebraic problem.
Let (û, ϕ̂) solve the problem generated by L + ξLL1, K := K + ξKK1,

and B := B + ξBB1, where the parameters ξL, ξK , and ξB are defined
in accordance with (4.26)–(4.28). We set in (3.12) v = u and u = û (see
Fig. 1). Then the identity reads

β2,L
1

2
‖ε(u− û)‖2

L
>

1

2
‖ε(u− u)‖2L

> sup
w∈V0

F (w)−
∫
Ω

(
(Lε(u) +∇ϕ ·B) : ε(w) +

1

2
Lε(w) : ε(w)

)
dx


∀w ∈ V0.

Since

F (w) = −
∫
Ω

f ·wdx =

∫
Ω

(Lε(u) +B · ∇ϕ) : ε(w)dx,

we conclude that

β2,L

2
‖ε(u− û)‖2

L

> sup
w∈V0

∫
Ω

(
−T(u, ϕ; ζLL1, ζBB1) : ε(w)− 1

2
Lε(w) : ε(w)

)
dx. (4.29)

Analogously, setting in (3.14) ψ = ϕ and ϕ = ϕ̂, we have

β2,K

2
‖∇(ϕ−ϕ̂)‖2

K

> sup
η∈M0

∫
Ω

(
−S(u, ϕ; ζKK1, ζBB1) : ∇η− 1

2
K∇η : ∇η)

)
dx. (4.30)
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Summing (4.29) and (4.30), we obtain

β2,L‖ε(u− û)‖2
L

+ β2,K‖∇(ϕ− ϕ̂)‖2
K

> sup
w∈V0

∫
Ω

(
−2T(u, ϕ; ζLL1, ζBB1) : ε(w)− β2,LLε(w) : ε(w)

)
dx

+ sup
η∈M0

∫
Ω

(
−2S(u, ϕ; ζKK1, ζBB1) : ∇η − β2,KK∇η : ∇η

)
dx. (4.31)

Let V n0 ⊂ V0 be a finite dimensional space dimV n0 = n and Mm
0 ⊂ M0

be another finite dimensional space dimMm
0 = m. Define wn ∈ V n0 and

ϕm ∈M0 such that∫
Ω

Lε(wn) : ε(w) dx=

∫
Ω

T(u, ϕ; ζLL1, ζBB1) : ε(w) dx ∀w∈V n0 , (4.32)

∫
Ω

K∇ϕm : ∇η dx=

∫
Ω

S(u, ϕ; ζKK1, ζBB1) : ∇η dx ∀ψ∈Mm
0 . (4.33)

Problems (4.32) and (4.33) are linear finite dimensional problems. They
can be easily solved by well known methods.

We set in (4.31) w = wn/β2,L and η = ϕm/β2,K . Then it yields the
estimate

β2,L‖ε(u−û)‖2
L
+β2,K‖∇(ϕ−ϕ̂)‖2

K
>

1

β2,L
‖ε(wn)‖2

L
+

1

β2,K
‖∇ϕm‖2

K
, (4.34)

which gives a lower bound of the distance between the solution u and ϕ
generated by L, K, B and u and ϕ generated by the tensors in (4.26),
(4.27), and (4.28).

In conclusion, we draw attention to one important consequence of the
above formulas. In computer modeling of scientific and technical problems
it is usually assumed (explicitly or implicitly), that small inaccuracies in
the data have little effect on the result and can be ignored. Using the
estimates (4.31)–(4.34) we can show that such assumptions may be wrong.
Consider a special but important case of isotropic elastic media, where

Lε(w) = λ divw I + 2µε(w)
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and λ, µ are positive constants (Lamé moduli). They are often expressed
throughout two the other material constants E and ν by the relations

λ =
E ν

(1 + ν)(1− 2ν)
and µ =

E

2(1 + ν)
. (4.35)

Young’s modulus E is a large positive constant and most materials have
the Poisson’s ratio ν in the interval [0, 0.5]. Materials are called soft if
they have ν close to 0.5. It is easy to see that if ν tends to 0.5 then λ
tends to +∞. The case ν = 0.5 corresponds to an incompressible media.
Assume that the value of ν is not known exactly, i.e., the set of admissible
data contains ν < 0.5 and ν̂ < 0.5 such that |ν − ν̂| 6 δ, where δ is a
small positive number. The corresponding λ and λ̂ are large and tend
to +∞ if ν and ν̂ tend to 0.5. This situation may lead to catastrophic
growth of errors generated by data uncertainty. In [10] this question was
systematically analysed for linear elasticity problems with uncertainty in
elasticity moduli. Similar phenomena arises in the coupled piesoelectric
system (2.1)–(2.4).

Assume that all coefficients except the Lamé constant λ are defined
exactly, so that K̂ = K, B̂ = B, and µ̂ = µ. Also, assume that λ > λ̂
and these values grow as the corresponding ν̂ and ν tend to 0.5 (see (4.35).
Then

L̂τ : τ = λ̂ I2
1 (τ) + 2µ|τ |2 and Lτ : τ = λI2

1 (τ) + 2µ|τ |2.

In this case, β2,L = λ̂/λ < 1. Let λ = 2λ̂. Then β2,L = 0.5. Since δB = 0,
we consider the estimate (4.29) related to the elastic part of the solution
only. The function û solves the problem with the Lamé modulus λ̂ and u
solves the problem with λ. Notice that

T(u, ϕ; δL, δB) : ε(w) = (L− L)ε(u) : ε(w) = (λ̂− λ) (divu)(divw).

Hence we obtain the estimate

β2,L‖ε(u−û)‖2L> sup
w∈V0

∫
Ω

(
2λ̂(divu)(divw)−λ̂d(divw)2−2µ|ε(w)|2

)
dx.

(4.36)
Assume that ‖divu‖ > 0. It is not difficult to show that there exists a
function gu with zero mean such that∫

Ω

gu divu dx = cu > 0. (4.37)
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Let w0 ∈ V0 be such that divw0 = gu (existence of such a function follows
from well known results in the theory of functions). In this case,∫

Ω

(divu)(divw0)dx = cu.

We substitute w = ρw0 in (4.36) and obtain the estimate

‖ε(u− û)‖2L > 2λ̂(2ρcu − dρ2‖gu‖2)−
∫
Ω

2µρ2|ε(w0)|2dx.

In view of (4.37) gu 6≡ 0 and, therefore, ‖gu‖ > 0. Hence we can set
ρ = 1

d‖gu‖2 cu. Then we arrive at the estimate

‖ε(u− û)‖2L >
2λ̂c2u
d‖gu‖2

− 2µ

d2‖gu‖2
‖ε(w0)‖2, (4.38)

which shows that the set of possible solutions may contain very distant
functions if λ̂ is large. Assume that Γ1

D = Γ and the boundary condition
(2.9) for u is defined by the function u0 such that∫

Γ

u0 · nds 6= 0. (4.39)

Then, the respective solution u cannot be divergence free, i.e., ‖divu‖ > 0.
In this case, (4.38) shows that the distance between u and û grows as
λ̂ → +∞. At the same time, the corresponding values of ν may be very
close. This fact leads to the conclusion that for ν close to 0.5 numerical
analysis of such type problems with Dirichlét boundary conditions (4.39)
excluding divergence free fields is not entirely correct.
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22. I. Šebetová, T. Vejchodský, Two-sided bounds for eigenvalues of differential op-
erators with applications to Friedrichs, Poincaré, trace, and similar constants. —
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