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DERIVATION OF FULLY COMPUTABLE ERROR

BOUNDS FROM A POSTERIORI ERROR IDENTITIES

Abstract. A posteriori error identities are functional relations that
control distances between the exact solution of a boundary value
problem and any function from the respective energy space. They
have been derived for many boundary value problems associated
with partial di�erential equations of elliptic and parabolic types. A
posteriori identities have a common structure: their left hand sides
form certain error measures and the right hand ones consist of di-
rectly computable terms and a linear functional, which contains un-
known error function. Fully computable estimates follow from such
an identity provided that this functional is e�ciently estimated. The
di�culty that arises is due to the fact that computational simplicity
and e�ciency of such an estimate are contradictory requirements. A
method suggested in the paper, largely overcomes this di�culty. It
uses an auxiliary �nite dimensional problem to estimate the linear
functional containing unknown error function. The resulting esti-
mates minimise possible overestimation of this term and imply sharp
and fully computable majorants and minorants of errors.

�1. Introduction

As a rule, mathematical models based on partial di�erential equations
operate with so�called weak (generalised) solutions, which are de�ned as
rather abstract objects (elements of in�nite-dimensional functional spaces,
e.g., Sobolev spaces). If such a problem Au = f is well�posed, then the so-
lution u exists and is unique, but in the majority of cases there is no hope
to �nd it exactly. Therefore, quantitative analysis actually comes down
to the problem of constructing a su�ciently good approximate solution,
that is, to the issue of computer modeling. The main limitation is that
only discrete (�nite-dimensional) objects are representable in a computer.

Key words and phrases: deviations from the exact solution of a boundary value
problem, error identities, a posteriori estimates of the functional type.
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Therefore, in quantitative analysis we are forced to replace u by an ap-
proximation um, which belongs to a certain �nite dimensional space Vm
(dimVm = m < +∞).

Hence the �rst principal problem is to show that solutions of �nite

dimensional problems are able to approximate u with any desired accuracy.
This problem is well studied (e.g., see [4,5,9,12,13,25]). For many classes of
problems it is known that um tends to u when the dimensionality m tends
to in�nity provided that certain additional conditions are ful�lled and all
the computations are done exactly. These results provide justi�cation of
an approximation method. Theoretical convergence guarantees that (in
principle) approximations can be found arbitrarily close to the solution.

However, the conditions necessary for convergence and a priori error
estimates are often violated. In real life computations, instead of the se-
quence {um} we have another sequence {ũm}, where ũm contains errors of
various types (e.g., integration and roundo� errors, errors arising in itera-
tion procedures and due to defects in codes). This fact generates the second
fundamental problem: Reliable veri�cation of computational results. Essen-
tially, it is reduced to �nding guaranteed and fully computable estimates
of the distance between any function in the admissible functional class
(e.g., energy space) and solution of a boundary value problem. The esti-
mate must compute su�ciently sharp bounds of the distance using only
robust and well-tested numerical procedures (computation of integrals,
solving linear �nite dimensional problems, convex minimisation, etc.). If
for a class of problems such an estimate is not found, then it remains un-
clear how to obtain reliable quantitative results. In this situation, we can
construct approximations, but have no way to compare them with the ex-
act solution and con�rm the validity. Moreover, if it will be shown that
for some problem such an estimate is principally impossible, then the re-
spective mathematical model would look like a thing-in-itself that admits
theoretical considerations but not applicable for quantitative analysis.

In the context of elliptic type problems, the required estimates have
beed derived and comprehensively studied over the past 25 years (see [15�
18] and references cited therein). All of them follow from the functional
relations called a posteriori error identities. One side of such an identity
contains a measure of the distance between a function(s) computed and
the solution. Another side contain integral terms that depend on known
data (domain, coe�cients, etc.) and known functions. These terms are
directly computable. In addition, the identity usually has a di�erent term,
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which includes unknown error function. The simplest and the most studied
example is related to the class of linear boundary value problems of the
form (3.1)�(3.2). Here, the corresponding error identity (3.3) has a typical
structure. The left hand side of (3.3) is presented by the sum of two squared
error norms (where e := v − u, e∗ = y − p, and p := A∇u). The �rst term
in the right hand side contains known functions v and y (e.g., numerical
approximations of u and p), while the second term (R(y), e)V contains
unknown error function e.

Identities (3.13), (3.26), (3.31), and (3.18) are derived in Sec. 3 for
several other problems. They have quite similar structures: error measures
in the left hand side and computable quantities in the right hand one. Full
computability is violated by the only one term, which is a linear functional
of e. Hence, the problem of fully guaranteed and computable error control
is de facto reduced to getting e�cient estimates of (R, e)V by a computable

quantity and a certain suitable norm of e.
Analysis of this problem is the main purpose of the article. In Sec. 4,

we suggest several methods to solve it. The corresponding estimates are
derived in Sec. 5 and Sec. 6 contains some numerical results that show
e�ciency of the estimates.

�2. Notation and definitions

First, we recall several notions of convex analysis. Let X be a re�exive
Banach space and X∗ denote the space conjugate to X with the product
< x∗, x >∈ R for x ∈ X and x∗ ∈ X∗. A convex lower semicontinuous
function (l.s.c.) functional Φ : X → R has a counterpart Φ∗ : X∗ → R
de�ned by the relation

Φ∗(x∗) := sup
x∈X
{ < x∗, x > −Φ(x) },

which is called the Fenchel conjugate to Φ. The pair of functionals Φ and
Φ∗ generates the compound functional

DΦ (x, x∗) := Φ(x) + Φ∗(x∗)− < x∗, x > . (2.1)

It is easy to see that

DΦ (x, x∗) > 0 ∀ x ∈ X, x∗ ∈ X∗. (2.2)

This functional vanishes if and only if x and x∗ are connected by certain
relations (e.g., see [11])

DΦ(x, x∗) = 0 ⇔ x∗ ⊂ ∂Φ(x) and x ⊂ ∂Φ∗(x∗). (2.3)
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Here ∂Φ is the subdi�erential of Φ. If Φ (resp. Φ∗) is Gateaux di�erentiable,
then the subdi�erential inclusion in (2.3) is replaced by the relation x∗ =
Φ′(x) (resp. x = Φ∗′(x∗)), where prime denotes the derivative.

Throughout the paper V denotes a re�exive Banach space with the
norm ‖ · ‖V and V ∗ is the space conjugate to V . The duality pairing of
v ∈ V and v∗ ∈ V ∗ is denoted by 〈v∗, v〉. V is a Hilbert space with the
scalar product (·, ·)V . It is assumed that V is is compactly embedded in
V, so that the spaces V , V, and V ∗ form the so called Helfand triple. If
v∗ ∈ V then 〈v∗, v〉 = (v∗, v)V .

We use another Hilbert space U supplied with the scalar product (·, ·)U
and the norm ‖ · ‖U . Next, Λ : V → U is a bounded linear operator and
Λ∗ : U → V ∗ is the conjugate operator de�ned by the relation

(y,Λv)U = 〈Λ∗y, v〉 ∀y ∈ U, v ∈ V.

Also, we introduce the subspace

Q∗ := {q ∈ U | Λ∗q ∈ V}.

Let A : U → U be a bounded positive de�nite operator and A−1 denote
the respective inverse operator. Using them we introduce the spaces Y and
Y ∗ that contain the same elements as U but operate with di�erent norms
‖y‖2A := (Ay, y)U and ‖y‖2A−1 := (A−1y, y)U . It is assumed that there exist
constants 0 < cA 6 cA such that

cA‖y‖2U 6 ‖y‖2A 6 cA‖y‖2U ∀y ∈ U. (2.4)

Elements of spaces V , V, and U are functions de�ned in an open bounded
domain Ω ⊂ Rd, d > 1 with Lipschitz boundary Γ. In the examples be-
low, they are Lebesgue and Sobolev spaces for scalar and vector-valued
functions. For them, we use standard notation Lp(Ω) (or Lp(Ω,Rd)) and
W l
p(Ω) (where l, p > 1) and mark above by ◦ if the respective functions

vanish on Γ. Norms of scalar and vector valued functions, which are squre
integrable in Ω are denoted by ‖ · ‖Ω.

If KerΛ contains only zero function, then ‖Λw|U can be used as a norm
of V and we have the inequality

‖w‖V 6 CΛ‖Λw‖U ∀w ∈ V. (2.5)

For example, if Λ is the gradient operator and V contains functions vanish-
ing near the boundary, then (2.5) is the Friedrichs inequality. The constant
CΛ re�ects important quantitative relations associated with the spaces V
and V . Therefore, it often arises in a posteriori estimates of the functional
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type. However, we can also use other inequalities that can be viewed as
advanced forms of (2.5). Such an inequality has the form

inf
ψ∈Ψ
‖w − ψ‖V 6 CΨ,Λ‖Λw‖U ∀w ∈ VΨ, (2.6)

where Ψ ∈ V is a certain set of functions that excludes any function from
KerΛ. In this case, the constant CΨ,Λ is usually smaller than CΛ, so that
it may be advantageous to use (2.6) instead of (2.5). The simplest form of
(2.6) is known as the Poincar�e inequality for functions with zero mean:

inf
c∈R
‖w − c‖Ω 6 CP ‖∇w‖Ω ∀w ∈

◦
H

1(Ω). (2.7)

If Ω is a convex domain, then CP 6 1
πdiam Ω (see [14]).

�3. A posteriori error identities

A posteriori error identities are functional relations that contain mea-
sures of errors in one side and computable quantities in the other. They
hold for any functions that belong to the basic (energy) class. Therefore,
error identities form a basis for getting fully computable error estimates
for a wide spectrum of approximations regardless of their origin.

3.1. Linear problems of the type Λ∗AΛu+ ` = 0. This class of math-
ematical models originates from the equations

Λ∗p+ ` = 0, (3.1)

p = AΛu, (3.2)

which usually re�ect physical relations: (3.1) is a certain conservation (bal-
ance) law and (3.2) is a constitutive relation (physical law associated with
a particular media). Hence the solution is presented by two functions u
and p. Let v ∈ V be a function considered as an approximation of u and
y ∈ U be an approximation of p. Then

e := v − u and e∗ := y − p

are the corresponding errors.
Error identities for problems of the class (3.1)�(3.2) are well studied

(see [18�20]). If ` ∈ V, then the identity reads as follows:

‖e∗‖2A−1 + ‖Λe‖2A = ‖y −AΛv‖2A−1 + 2(R(y), e)V , (3.3)
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where

R(y) := Λ∗y + ` ∈ V.
Applications of (3.3) to a posteriori error estimation of numerical approx-
imations was studied in [20]. It can be also used to analysis of modeling
errors (see [19,23] and some other publications cited therein).

Consider a more general case, where ` ∈ V ∗ and has the form

〈`, w〉 = (z,Λw)U + (f, w)V , where f ∈ V and z ∈ U.

Then the corresponding generalised solution is de�ned by the relation

(AΛu+ z,Λw)U + (f, w)V = 0 ∀w ∈ V. (3.4)

In this case, p := AΛu+ z and (3.4) reads

(p,Λw)U + (f, w)V = 0 ∀w ∈ V.

Hence for any v ∈ V and y ∈ Q∗,

‖y −AΛv − z‖2A−1 = ‖y − p‖2A−1 + ‖Λ(v − u)‖2A − 2(y − p,Λ(v − u))U

= ‖y − p‖2A−1 + ‖Λ(v − u)‖2A − 2(Λ∗y + f, v − u)V

and we arrive at the identity

‖e∗‖2A−1 + ‖Λe‖2A = ‖y −AΛv − z‖2A−1 + 2(R(y), e)V , (3.5)

where

R(y) := Λ∗y + f ∈ V.
We can rewrite (3.5) in the following form:

‖Λe‖2A + ‖e∗‖2A−1 = ‖y −AΛv + z‖2A−1

+ 2γ(e∗,Λe) + 2(1− γ)(R(y), e)V , γ ∈ [0, 1]. (3.6)

By the Young's inequality

2γ|(e∗,Λe)| 6 γε‖Λe‖2A +
γ

ε
‖e∗‖2A−1 , ε > 0,

we obtain the estimate

(1− γε)‖Λe‖2A +
(

1− γ

ε

)
‖e∗‖2A−1

6 ‖y −AΛv − z‖2A−1 + 2(1− γ)(R(y), e)V , (3.7)

where γ 6 ε 6 1
γ .
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Two limit versions of (3.7) (for ε = γ and ε = 1
γ ) imply the estimates

(1− γ2) max
{
‖Λe‖2A, ‖e∗‖2A−1

}
6 ‖y −AΛv − z‖2A−1 + 2(1− γ)(R(y), e)V (3.8)

and

(1 + γε)‖Λe‖2A +
(
1+ γ

ε

)
‖e∗‖2A−1

> ‖y−AΛv − z‖2A−1 + 2(1− γ)(R(y), e)V , (3.9)

where ε > 0. In particular, for γ = ε = 1 we have

‖Λe‖2A + ‖e∗‖2A−1 >
1

2
‖y−AΛv − z‖2A−1 . (3.10)

The �rst term in the right hand sides of (3.5), (3.7), and (3.9) depends
on known data (A, z, Ω) and computed functions v and y. It is directly
computable. However, the second term (R(y), e)V contains unknown error
function e. This situation is typical for many other problems.

3.2. Convection di�usion problem. As a second example, we consider
the convection di�usion problem

−∆u+ a · ∇u = f in Ω, (3.11)

u = 0 on Γ. (3.12)

Let

a ∈ L∞(Ω,Rd) and diva = 0.

In this case, U = L2(Ω,Rd), V = L2(Ω), V =
◦
H1(Ω), and p = ∇u. It is

easy to see that

‖∇v − y‖2Ω = ‖∇e‖2Ω + ‖e∗‖2Ω + 2

∫
Ω

∇e · e∗dx

= ‖∇e‖2Ω + ‖e∗‖2Ω − 2

∫
Ω

edive∗dx

= ‖∇e‖2Ω + ‖e∗‖2Ω − 2

∫
Ω

e(divy − a · p+ f)dx.
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Since ∫
Ω

e a · ∇edx =
1

2

∫
Ω

a · ∇e2 dx = 0,

we conclude that

‖∇e‖2Ω + ‖e∗‖2Ω = ‖∇v − y‖2Ω − 2

∫
Ω

R(y, v) e dx, (3.13)

where
R(y, v) := divy − a · ∇v + f.

This error identity has the same structure as (3.3). The left hand side is a
natural error measure and the right hand one consists of the computable
norm ‖∇v−y‖ and the functional

∫
Ω

R(y, v) edx. It is clear that tis integral

term can be estimated in such a way that the unknown e is estimated
by the norm ‖∇e‖, so that the identity implies fully computable error
estimates. The problem is how to do this e�ciently avoiding signi�cant
overestimation. Various options are discussed in Sec. 4.

Identities similar to (3.13) hold for the evolutionary convection-di�usion
problem

ut − divp+ a · ∇u+ %2u− f in QT := Ω× (0, T ), (3.14)

u(x, t) = 0 in ST := Γ× (0, T ), (3.15)

u(x, 0) = u0(x) x ∈ Ω, (3.16)

p = A∇u in QT := Ω× (0, T ) (3.17)

with positive de�nite symmetric matrix A and coe�cients satisfying the
conditions

a = L∞(Ω,Rd), diva ∈ L∞(Ω), 0 6 −1

2
diva + %2 =: σ2

a,

0 < % ∈ L∞(Ω), f ∈ L2(QT ), u0 ∈
◦
H

1(Ω).

In [22], it is shown that for the problem (3.14)-(3.17) the following identity
holds:

µ(e, e∗) + ‖e(x, T )‖2Ω

= ‖e(x, 0)‖2Ω +

T∫
0

‖y −A∇v‖A−1dt− 2

∫
QT

Rf (v, y)edxdt, (3.18)
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where v(x, t) and y(x, t) are approximations of u(x, t) and p(x, t), respec-
tively,

µ(e, e∗) :=

 T∫
0

(‖∇e‖2A + ‖e∗‖2A−1 + 2‖σae‖2Ω)dt

1/2

is a measure of deviation from (u, p), and

Rf (v, y) := f − vt + divy − a · ∇v − %2v

can be viewed as residual of (3.14). If v(x, t) satis�es the initial condition
(3.16), then the �rst term in the right hand side of (3.18) vanishes. The
second term contains known functions v and y and can be easily computed.
The third term is the integral formed by unknown e and known residual
function Rf (v, y). We see that the structure of (3.18) is the same as of
(3.3) and (3.13).

3.3. General elliptic problem for monotone operators. Consider
the following abstract elliptic problem: �nd u ∈ V , p∗ ∈ Y ∗ and σ ∈ V ∗,
such that

Au+ ` = 0, where Au := Λ∗p∗(u) + ωσ(u), (3.19)

where ` ∈ V ∗, ω > 0. The dependence of p∗ from u is de�ned implicitly
(cf. (2.1)�(2.3)) by the relation

DG(Λu, p∗) := G(Λu) +G∗(p∗)− (p∗,Λu) = 0. (3.20)

If G is di�erentiable, then (3.20) implies the explicit relation

p∗ = G′(u).

By means of (3.20) we may consider a various functional relations (in-
cluding those presented by multivalued mappings) in a compact uni�ed
form.

Analogously, σ = σ(u) is de�ned by the relation

DR(u, σ) := R(u) +R∗(σ)− 〈σ, u〉 = 0. (3.21)

We assume that the functionals G : Y → R and R : V → R are convex,
continuous, and nonnegative functionals. In addition

G(0Y ) = R(0V ) = 0, (3.22)
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where 0Y and 0V are zero elements of Y and V , respectively. Also, we
assume that the functional G satis�es the coercivity condition

lim inf
G(Λw)

‖w‖V
= +∞ as ‖w‖V → +∞. (3.23)

Notice that in this general case, the spaces Y and Y ∗ contain di�erent
elements and (·, ·) denotes the duality pairing of these spaces. Therefore,
in this section we mark elements of Y ∗ by stars.

Lemma 1. The operator A de�ned by (3.20), (3.21), and (3.23) is mono-

tone and coercive.

Proof. Let u1, u2 ∈ V , σ1, σ2 ∈ V ∗, and p∗1, p∗2 ∈ Y ∗ satisfy the conditions

DG(∇ui, p∗i ) = 0 and DR(ui, σi) = 0 i = 1, 2. (3.24)

We have

〈Au1 −Au2, u1 − u2〉 = (p∗1 − p∗2,Λ(u1 − u2)) + 〈σ1 − σ2, u1 − u2〉.

In view of (3.20) and (3.21), the right hand side of this identity is equal to

G(∇u1) +G∗(p∗1) +G(∇u2) +G∗(p∗2)− (p∗2,∇u1)− (p∗1,∇u2)

+R(u1) +R∗(σ1) +R(u2) +R∗(σ2)− 〈σ2, u1〉 − 〈σ1, u2〉.

Hence

〈Au1 −Au2, u1 − u2〉
= DG(∇u1, p

∗
2) +DG(∇u2, p

∗
1) +DR(u1, σ2) +DR(u2, σ1).

Recalling (2.2), we see that the operator A is monotone.
Since

〈Aw,w〉 = 〈Λ∗p∗(w) + ωσ(w), w〉 = (p∗(w),Λw)U + ω〈σ(w), w〉

and

G(Λw) +G∗(p∗(w))− (p∗(w),Λw)U = 0,

R(w) +R∗(σ(w))− 〈σ(w), w〉 = 0,

we see that

〈Aw,w〉 = G(Λw) + ωR(w) +G∗(p∗(w)) + ωR∗(σ(w)).

In view of (3.22), congugate functionals satisfy the condition

G∗(p∗) + ωR∗(σ) > 0.
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Hence by (3.23) we �nd that

lim inf
〈Aw,w〉
‖w‖V

= +∞ as ‖w‖V → +∞

and the coercivity is guaranteed. �

Well-posedness of the problem (3.19)�(3.21) follows from Lemma 1 and
Browder-Minty theorem. The corresponding generalised solution satis�es
the relation

(p∗(u),Λw) + ω〈σ(u), w〉+ 〈`, w〉 = 0 ∀w ∈ V, (3.25)

where p∗(u) and σ(u) are de�ned by (3.20) and (3.21).
A posteriori error identity for this class of problems was derived in [21].

For convenience of the reader, we reproduce (with some modi�cations) the
respective proof below.

Theorem 1. For any v ∈ V , y∗ ∈ Y ∗, and τ ∈ V ∗, it holds

DG(Λu, y∗)+DG(Λv, p∗) + ωDR(u, τ) + ωDR(v, σ)

= DG(Λv, y∗) + ωDR(v, τ) + 〈R(y∗, τ), e〉, (3.26)

where R(y∗, τ) := Λ∗y∗ + ωτ + `.

Proof. It is easy to see that

DG(Λv, y∗) = G(Λu) +G∗(y∗)− (y∗,Λu) +G(Λv) +G∗(p∗)− (p∗,Λv)

+ (y∗,Λu) + (p∗,Λv)− (p∗,Λu)− (y∗,Λv)

= DG(Λu, y∗) +DG(Λv, p∗) + (p∗ − y∗,Λ(v − u)) (3.27)

and

DR(v, τ) = R(v) +R∗(τ)− 〈τ, v〉
= R(u)+R∗(τ)−〈τ, u〉+R(v)+R∗(σ)−〈σ, v〉+〈τ, u〉+〈σ, v〉−〈σ, u〉−〈τ, v〉

= DR(u, τ) +DR(v, σ) + 〈σ − τ, v − u〉. (3.28)

By (3.27) and (3.28) we obtain

DG(Λv, y∗) + ωDR(v, τ)

= DG(Λu, y∗) +DG(Λv, p∗) + ωDR(u, τ) + ωDR(v, σ)

+ (p∗ − y∗,Λ(v − u)) + ω〈σ − τ, v − u〉. (3.29)
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Since e ∈ V , we use (3.25) and �nd that

(p∗,Λe) + ω〈σ, e〉 = −〈`, e〉.

Using this relation we represent the last two terms of (3.29) in the form

(p∗ − y∗,Λe) + ω〈σ − τ, e〉 = 〈−Λ∗y∗ − ωτ − `, e〉 = −〈R(y∗, τ), e〉.(3.30)

Now (3.26) follows from (3.29) and (3.30). �

Remark 1. If ω = 0, then we arrive at the identity

DG(Λu, y∗)+DG(Λv, p∗) = DG(Λv, y∗) + 〈Λ∗y∗ + `, e〉. (3.31)

Applications of this type error identities to estimation of errors of generated
by simpli�cation, homogenisation, and dimension reduction of mathemat-
ical models are studied in the book [19].

First versions of error identities were derived for convex variational prob-
lems, where we can use properties of the primal and dual variational prob-
lems [15, 16]. They are derived for various nonlinear problems (see [2, 24]
and a systematic overview in the book [19]). However, error identities also
hold for problems that have no variational settings (see [21, 22] and some
other publications cited therein). In the proof of Theorem 1 we have used
(3.25) and properties of compound functionals only. Hence justi�cation of
(3.26) (and other above presented identities) do not require variational
duality arguments.

We see that the identity (3.26) has the same structure as (3.3), (3.5),
(3.13) and many others derived in [2, 16, 19, 21, 24] for various nonlinear
problems. The left hand side of (3.26) consist of four nonnegative terms,
which can be viewed as nonlinear error measures. They vanish if and only
if approximations coincide with the exact solutions, while the right hand
one contains directly computable termsDG(Λv, y∗) and ωDR(v, τ) together
with the term 〈R(y∗, τ), e〉.

�4. Evaluation of the term 〈R, e 〉
Identities (3.5), (3.13), (5.11), (3.31), and (3.26) contain the term 〈R, e〉,

where the function e is unknown. If we knew the value of this term, then
the error control problem would be completely solved. Therefore, the key
question is how to estimate 〈R, e〉 via the quantities in the left hand sides
of the identities. In this section, we discuss various ways of getting such
type estimates. They develop the ideas earlier exposed in [20].
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4.1. Computability and e�ciency. First, we note that

|〈R, e 〉| 6 ‖R‖V ∗‖Λe‖U , (4.1)

where

‖R‖V ∗ = sup
w∈V

〈R, w〉
‖Λw‖U

.

If R is more regular and belongs to V, then using (2.5) we have

‖R‖V ∗ = sup
w∈V

(R, w)V
‖Λw‖U

6 CΛ‖R‖V

and obtain the estimates

|〈R, e 〉| 6 CΛ‖R‖V‖Λe‖U (4.2)

and

|〈R, e 〉| 6 C2
Λ

2µcA
‖R‖2V +

µ

2
‖Λe‖2A ∀µ > 0. (4.3)

Setting µ ∈ (0, 1] and applying (4.1) and (4.3) to the simplest error identity
(3.3), we get estimates for the combined error norms with weights:

(1− µ)‖Λe‖2A + ‖e∗‖2A−1 6 ‖y −AΛv‖2A−1 +
1

µcA
‖R‖2V ∗ (4.4)

and

(1− µ)‖Λe‖2A + ‖e∗‖2A−1 6 ‖y −AΛv‖2A−1 +
C2

Λ

µcA
‖R‖2V , (4.5)

The estimate (4.4) is theoretically correct, but practically useless because
it operates with an incomputable supremum type norm. The norm ‖R‖V
is computable (it is an intergal type norm), so that the right hand side of
(4.4) is easy to calculate. However, (4.2) is a much coarser upper bound
than (4.1). Besides, there is another di�erence between ‖R‖V ∗ and ‖R‖V
essential from the viewpoint of numerical applications. As a rule, approxi-
mations (e.g., Galerkin �nite element approximations uh) converge to the
exact solution u in the basic energy space only, i.e., ‖uh − u‖V → 0 as the
mesh parameter h tends to zero. If y is de�ned by a simple reconstruction
of uh (e.g., yh = AΛuh), then R(yh) may not belong to V and converges
in a weak sense only, i.e.,

‖R(yh)‖V ∗ → 0. (4.6)
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For (4.4) this type of convergence is admissible, but for the estimate (4.5)
it is too weak. Various averaging (post�processing) procedures are often
applied to replace yh by a close and more regular function ỹh. The result-
ing improvements are usually reduced to the following: we have uniform
boundedness of ‖R(ỹh)‖V and can show that

R(ỹh)→ 0 weakly in V as h→ 0. (4.7)

In this case, (4.5) can be used for the pair (v, ỹh), but it may essentially
overestimate the error.

In other words, the estimate (4.4) is fully adapted to properties of nu-
merical approximations converging to the solution pair (u, p). However, its
right hand side contains an incomputable term. In opposite, (4.5) is fully
computable, but may generate essential overestimation and in certain cases
may be ine�cient.

To overcome this contradiction between the e�ciency and computability
we follow the idea suggested in [20]. It is based on using an auxiliary

problem generated by R. Let uR ∈ V be such that

(BΛuR,Λw)U = 〈R, w 〉, ∀w ∈ V, (4.8)

where B : U → U is a certain bounded self-adjoint positive de�nite opera-
tor satisfying the condition

cB‖y‖2U 6 (By, y)U =: ‖y‖2B 6 cB‖y‖2U .

This problem is uniquely solvable for any R ∈ V ∗ and the operator B is at
our disposal. We may set B = A, or de�ne it as a simpli�cation of A, or
even set B = 1, where 1 is the unit operator. By (4.8) we obtain

〈R, e 〉 6 ‖ΛuR‖U‖Λe‖U

and replace (4.4) by

(1− µ)‖Λe‖2A + ‖e∗‖2A−1 6 ‖y −AΛv‖2A−1 +
1

µcA
‖ΛuR‖2U . (4.9)

Let ỹh be a sequence satisfying (4.6) and R(ỹh) ∈ V. Then the right hand
side of (4.8) tends to zero and, therefore, ‖ΛuR(ỹh)‖V → 0. Hence proper
behaviour of the right hand side of (4.9) is guaranteed. Of course, this fact
is not su�cient to say that all di�culties have been overcome. The function
uR that solves (4.6) is generally unknown. However, we get a computable
estimate if to replace (4.6) by a �nite dimensional problem:
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Find uR,m ∈ Vm ⊂ V
(BΛuR,m,Λwi)U = 〈R, wi 〉 ∀wi ∈ Vm, (4.10)

where wi ∈ V , i = 1, 2, ...,m are linearly independent functions and

Vm := span{w1, w2, ..., wm}.
For any function v ∈ V , we de�ne the orthogonal projection on Vm as

the element vm ∈ Vm satisfying the relations

(BΛ(vm − v),Λwi)U = 0 ∀wi ∈ Vm. (4.11)

Let V ⊥m be the orthogonal complement to V , i.e.,

V ⊥m = {v ∈ V | (BΛv,Λwi)U = 0, i = 1, 2, ...,m}.
In view of (4.11), e⊥m := e− em ∈ V ⊥m and by (4.10) we have the principal
decomposition

〈R, e 〉 = (BΛuR,m,Λem)U + 〈R, e⊥m 〉. (4.12)

The �rst term in the right hand side of (4.12) tends to zero if R weakly
tends to zero (this fact follows from (4.10)) and uR,m is known (it is found
by solving a �nite dimensional problem). Therefore, this term satis�es the
requirements. The second term contains not the whole error e, but only
its projection on V ⊥m . If m grows then the impact of this term decreases.
Our next goal is to estimate it as accurate as possible using properties of
specially constructed subspaces Vm.

4.2. Decomposition of 〈R, e〉 by a set of orthogonal functions.
Without a loss of generality, we may assume that the functions wi, i =
1, 2, ...,m are orthogonalised and normed, so that

(BΛwi,Λwj)U = δij , (4.13)

where δij is the Kronecker symbol. Using the Gram�Schmidt orthonor-
malization a system of m linearly independent functions can be reformed
to a system satisfying (4.13). Another condition imposed on wi is more
demanding: we assume that the functions wi are su�ciently regular, so
that

gi := Bwi ∈ V i = 1, 2, ...,m, (4.14)

where B : V → V ∗ is de�ned as B = Λ∗BΛ. Notice that for any v ∈ V it
holds

〈Bv, v〉 = (BΛv,Λv)U > cB‖Λv‖2U >
cB
C2

Λ

‖v‖2V . (4.15)
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If {wi} is a system of linearly independent functions in V , then {gi} form a
system of linearly independent functions in V. Indeed, assume the opposite,

i.e.,
m∑
i=1

ζigi =
m∑
i=1

ζiBwi = 0 for some ζ1, ζ2, ..., ζm, which are not all equal

to zero. Then for v̄ :=
m∑
i=1

ζiwi 6= 0 we have Bv̄ = 0 and

(BΛv̄,Λv̄)U =

m∑
i,j=1

(BΛwi,Λwj)Uζiζj =

m∑
i=1

ζ2
i > 0.

We arrive at a contradiction with (4.15), which shows that the assumption
on gi was not correct.

Henceforth, T denotes the Gram matrix, whose entries are de�ned by
the relations Tij = (gi, gj)V . This matrix is non degenerate and has the
inverse matrix T−1. Next, let

b ∈ Rq, b = {bk}, bk := (R, ψk)V ,

r ∈ Rm, r = {ri}, ri := (R, gi)V ,
S = {ski} ∈Mq×m, ski = (ψk, gi)V ,

and D := ST−1ST ∈ Mq×q be a nondegenerate matrix. Here ψk, k =
1, 2, ..., q, q < m are linearly independent functions forming the set Ψ (cf.
(2.6)). We de�ne the set

V Ψ
m = {ϕ ∈ Vm | (ϕ,ψk)V = (R, ψk)V , k = 1, 2, ..., q.},

which is a subspace of Vm.

Lemma 2. For any e ∈ V , R ∈ V, and µ > 0, it holds

|〈R, e〉|6 µ
2
‖Λe‖2B+

1

2µ

(
‖ΛuR,m‖2B +

C2
Ψ,Λ

cB

(
‖R‖2V − Σ(r, z)

))
, (4.16)

where uR,m is de�ned by (4.10),

Σ(r, z) := T−1r · r −D−1z · z,

CΨ,Λ is a constant in (2.6), gi are de�ned by (4.14), and z := b−ST−1r .

Proof. In view of (4.11), we have

0 = (BΛ(em − e),Λwi)U = (e− em, gi)V i = 1, 2, . . . ,m.
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Therefore, for any ϕ =
m∑
i=1

κigi it holds

(R, e)V = (R, em)V + (R, e− em)V

= (BΛuR,m,Λem)U + (R− ϕ, e− em)V . (4.17)

The function ϕ ∈ Vm is at our disposal. We set ϕ = ϕ̄ ∈ V Ψ
m , where

‖R− ϕ̄‖V = min
ϕ∈∈V Ψ

m

‖R− ϕ‖V . (4.18)

Problem (4.18), has another equivalent form

min
ϕ∈V Ψ

m

‖R− ϕ‖2V = min
ϕ∈Vm

max
ξk∈R

{
‖R− ϕ‖2V +

q∑
k=1

ξk(R− ϕ,ψk)V

}
= ‖R‖2V − T−1r · r +D−1z · z.

Now, we estimate the last term in (4.17) using (4.18) and (2.6)

|(R− ϕ, e− em)V | = |(R− ϕ, e− em − ψ)V |
6 min
ϕ∈VΨ

m

‖R− ϕ‖V inf
ψ∈Ψ
‖e− em − ψ‖V

6
(
‖R‖2V − T−1r · r +D−1z · z

)
CΨ,Λ‖Λ(e− em)‖U .

Hence (4.17) implies the estimate

|(R, e)V | 6 ‖ΛuR,m‖B‖Λem‖B

+
CΨ,Λ√
cB

(
‖R‖2V − T−1r · r +D−1z · z

)
‖Λe⊥m‖B

6
(
‖ΛuR,m‖2B +

CΨ,Λ

cB

(
‖R‖2V − T−1r · r +D−1z · z

))1/2

‖Λe‖B (4.19)

Now (4.16) follows from (4.19) and Young's inequality. �

Remark 2. If we do not impose additional orthogonality conditions and
use Vm instead of V Ψ

m , then the constant in (2.5) replaces GΨ,Λ and (4.16)
has a simpler form

|〈R, e〉|6 1

2µ

‖ΛuR,m‖2B+
C2

Λ

cB

(
‖R‖2V−

m∑
i,j=1

T−1
ij rirj

)+
µ

2
‖Λe‖2B. (4.20)
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This estimate has a clear meaning. Let Vm = span{g1, g2, ..., gm} and

V⊥m :=
{
v ∈ V | (v, gi)V = 0, i = 1, 2, ...,m

}
.

In this case, the coe�cients κi are de�ned by the minimisation problem

min
κi
‖R −

m∑
i=1

κigi‖2V , so that the function Rm =
m∑
i=1

κigi is the orthogonal

projection of R to Vm. Hence R = Rm + R⊥m, where R⊥m ∈ V⊥m and

‖R‖2V −
m∑

i,j=1

T−1
ij rirj = ‖R⊥m‖2V . (4.21)

By (4.21) we rewrite (4.20) as follows:

|〈R, e 〉| 6 1

2µ

(
‖ΛuR,m‖2B +

C2
Λ

cB
‖R⊥m‖2V

)
+
µ

2
‖Λe‖2B.

Unlike (4.3), this estimate includes only a part of R that belongs to the
orthogonal complement V⊥m. The larger is m the smaller is ‖R⊥m‖V . Theo-
retically, if the subspaces {Vm} are limit dense in V (what will be if {Vm}
are limit dense in V ) then ‖R⊥m‖V → 0 as m → ∞. Certainly, in practice
we limit ourselves to some �nite m.

4.3. Problem (3.1)�(3.2). The estimate (4.20) holds for any e ∈ V
regardless of the origin of this error function. Consider the case, where
B = A, ` ∈ V, e = v − u, v ∈ V , and u solves the problem

(AΛu,Λw)U + (`, w)V = 0. (4.22)

In this case, the term (R, em)V can be explicitly computed. Error compo-

nent em =
m∑
i=1

αiwi is de�ned by the coe�cients αi, which can be found

by the orthogonality relation

0 = (AΛ(em − e),Λwj)U = (AΛ(em − v + u),Λwj)U

=

m∑
i=1

αi(AΛwi,Λwj)U − (AΛv,Λwj)U − (`, wj)V .

Recalling (4.13), we �nd that

αi = (`, wi)V + (AΛv,Λwi)U . (4.23)
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Thus,

‖Λem‖2A =

m∑
i=1

α2
i , (R, em)V =

m∑
i=1

αiρi, ρi := (R, wi)V ,

and instead of (4.17) we have

(R, e)V = (R, em)V + (R, e− em)V =

m∑
i=1

αiρi + (R + ϕ, e− em)V ,

where ϕ =
m∑
i=1

κigi ∈ Vm. We estimate the last term and derive the esti-

mates

(R, e)V 6
m∑
i=1

αiρi +
(
‖R‖2V − T−1r · r

)1/2

‖e⊥m‖V

6
m∑
i=1

αiρi +
CΛ√
cA

(
‖R‖2V − T−1r · r

)1/2

‖Λe‖V (4.24)

and (for µ > 0)

(R, e)V 6
m∑
i=1

αiρi +
C2

Λ

2µcA

(
‖R‖2V − T−1r · r

)
+
µ

2
‖Λe‖2A. (4.25)

The estimate (4.25) is sharper than (4.20) because the �rst quantity in the
right hand side is equal to (R, em)V . In (4.16), it is estimated from above
by means of uR,m.

4.4. Decomposition of 〈R, e〉 by a set of eigenfunctions. Let the set
of functions wi, i = 1, 2, ...,m be formed by eigenfunctions of the operator
Λ∗Λ. In this case,

(Λwi,Λwj)U = 〈Λ∗Λwi, wj〉 = λi(wi, wj)V = 0 i 6= j,

(wi, wi)V =
1

λi
, ‖Λwi‖2U = 1.

The subspaces

Vm=span
{
w1, w2, ..., wm

}
and V ⊥m =

{
v ∈ V | (v, wi)V=0, i=1, 2, ...,m

}
create orthogonal decomposition V = Vm⊕V ⊥m with respect to the product
(·, ·)V .
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Lemma 3. For any R ∈ V, e ∈ V , and µ > 0 it holds

|(R, e )V | 6
1

2µ

(
m∑
i=1

ρ2
i +

1

λm+1
‖R⊥m‖2V

)
+
µ

2
‖Λe‖2U , (4.26)

where

ρi = (R, wi)V and ‖R⊥m‖2V = ‖R‖2V −
m∑
i=1

λiρ
2
i . (4.27)

Proof. As before, we use decomposition of the error e = em + e⊥m, which
implies decomposition of the key term

(R, e)V = (R, em)V + (R, e⊥m)V . (4.28)

Since (Λem,Λe
⊥
m)U = 0, we see that in this case errors satisfy a Pythagorean

type identity in the space U

‖Λe‖2U = ‖Λem‖2U + ‖Λe⊥m‖2U . (4.29)

To estimate the �rst term of (4.28), we use the auxiliary �nite dimen-

sional problem: �nd uR,m =
m∑
i=1

βiwi such that

(ΛuR,m,Λw) = (R, w)V , ∀w ∈ Vm. (4.30)

The coe�cients βi are de�ned by the system

m∑
i=1

βi(Λwi,Λwj) = (R, wj)V = ρj , j = 1, 2, ...,m.

It is easy to see that βi = ρi. Hence

‖ΛuR,m‖2U =

m∑
i=1

β2
i ‖Λwj‖2U =

m∑
i=1

ρ2
i

and by (4.30) we �nd that

|〈R, em〉| = |(ΛuR,m,Λem)| 6 ‖ΛuR,m‖U‖Λem‖U . (4.31)

Consider another part of (4.28). We have

(R, e⊥m)V = (R−
m∑
i=1

κiwi, e
⊥
m)V .
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We set κi = λiρi and �nd that

(R, e⊥m)V 6
(
‖R‖2V −

m∑
i=1

λiρ
2
i

)1/2

‖e⊥m‖V = ‖R⊥m‖V‖e⊥m‖V . (4.32)

Notice that e⊥m ∈ V ⊥m and, therefore,

‖e⊥m‖V 6
1√
λm+1

‖Λe⊥m‖U . (4.33)

By (4.32) and (4.33) we obtain∣∣〈R, e⊥m〉∣∣ 6 1√
λm+1

‖R⊥m‖V‖Λe⊥m‖U . (4.34)

From (4.28), (4.31), and (4.34), it follows that

|〈R, e〉| 6

(
m∑
i=1

ρ2
i

)1/2

‖Λem‖U +
1√
λm+1

‖R⊥m‖2V‖Λe⊥m‖U

6

(
m∑
i=1

ρ2
i +

1

λm+1
‖R⊥m‖2V

)1/2

‖Λe‖U . (4.35)

We arrive at (4.17) by applying Young's inequality to the right hand side
of (4.35). �

Remark 3. Let B = 1 and, consequently, cB = 1. Compare (4.17) and
(4.26). Since

1

CΛ
= inf
w∈V

‖Λw‖U
‖w‖V

= λ
1/2
1 ,

we have C2
Λ = 1

λ1
> 1

λm+1
. The �rst term in round brackets is the same in

both relations (it represents ‖ΛuR,m‖2U ). Hence (4.26) is sharper than (4.17).

4.5. Particular case. Now we focus attention on a special, but impor-
tant case where the error function e is generated by the problem (3.1)�(3.2)
with A = 1 so that u satis�es the equation

Λ∗Λu+ ` = 0. (4.36)

This equation is an abstract form of elliptic equations associated with
self�adjoint operators, which are used in natural sciences.
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Notice that the �rstm coe�cients γi in the representation u =
∑∞
i=1 γiwi

can be de�ned by solving a system of linear simultaneous equations

m∑
i=1

γi(Λwi,Λwj)U + (`, wj) = 0, j = 1, 2, ...,m, (4.37)

wherefrom γi = −`i, `i := (`, wi)V . We use the identity (3.3)

‖e∗‖2U + ‖Λe‖2U = ‖y − Λv‖2U + 2(R, e)V , R := Λ∗y + `. (4.38)

To estimate the last term we decompose the error: e = em + e⊥m. Let ζi :=
λi(v, wi)V , then the �rst summand of this decomposition is computable:

em = vm − um =

m∑
i=1

(ζi − γi)wi =

m∑
i=1

(ζi + `i)wi.

We have

(R, e)V = (R, em)V + (R, e⊥m)V = Σm + (R⊥m, e⊥m)V ,

where

Σm :=

m∑
i=1

ρi (ζi − γi) =

m∑
i=1

(ζi + `i) ρi.

By (4.34), we conclude that

(R, e)V 6 Σm +
1√
λm+1

‖R⊥m‖V ‖Λe‖U

6 Σm +
1

2µλm+1
‖R⊥m‖2V +

µ

2
‖Λe‖2U (4.39)

and

(R, e)V > Σm −
1√
λm+1

‖R⊥m‖V ‖Λe‖U .

Thus, (4.38) yields two sided bounds

(1− µ)‖Λe‖2U + ‖e∗‖2U 6 ‖y − Λv‖2U + 2Σm +
1

µλm+1
‖R⊥m‖2V , (4.40)

(1 + µ)‖Λe‖2U + ‖e∗‖2U > ‖y − Λv‖2U + 2Σm −
1

µλm+1
‖R⊥m‖2V , (4.41)

where µ ∈ (0, 1] in (4.40) and µ > 0 in (4.41).
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4.6. Sharpness of the estimate. Possible overestimation in (4.40) and
underestimation in (4.41) is associated exclusively with the last term, and
depends on the quantity

Em :=
1

λm+1

(
‖R‖2V −

m∑
i=1

λiρ
2
i

)
.

Since

λm+1 →∞ and

m∑
i=1

λiρ
2
i → ‖R‖2V as m→∞,

this term tends to zero. Hence the estimates (4.40) and (4.41) become
sharper as m grows and converge to the exact value from above and below.
Consider one case where this fact very easy to observe. Let y = Λv. Then
e∗ = Λe and (4.40) reads

(1− µ

2
)‖Λe‖2U 6 Σm

(
1 +

κ

µ

)
, κ =

Em
2Σm

Set µ =
√

2κ. Then

‖Λe‖2U 6 Σm
1 +

√
κ/2

1−
√
κ/2

(4.42)

Notice that

ρi = (Λ∗Λv + `, wi) = (

∞∑
j=1

ζjΛwj ,Λwi) + (`, wi) = ζi + `i.

Therefore,

Σm =

m∑
i=1

(ζi + `i)ρi =

m∑
i=1

ρ2
i and Em =

1

λm+1

∞∑
i=m+1

λiρ
2
i .

Since

‖Λe‖2U =
( ∞∑
i=1

(ζi + `i)Λwi,
∞∑
i=1

(ζi + `i)Λwi

)
=

∞∑
i=1

(ζi + `i)
2 =

∞∑
i=1

ρ2
i ,

we see that Em → 0 and Σm → ‖Λe‖2, and κ monotonically tends to zero
as m → +∞. Hence the left hand side of (4.42) tends to the right hand
one.
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4.7. Extension of the applicability area. Above discussed method is
based on the knowledge of m eigenfunctions. This fact imposes restrictions
on the shape of Ω. We can partially bypass them if V consists of the
functions satisfying homogeneous boundary conditions on ∂Ω.

Let Ω ⊂ Ω̂, where Ω̂ is a "simple" domain for which the eigenfunctions

ŵi are known. We extend u by setting u = 0 in Ω̂ \ Ω and denote it by û.

Analogously v̂ and R̂ are the extensions of v and R by zero. Then,

ê := v̂ − û =

{
e in Ω

0 in Ω̂ \ Ω

and

(R, e)V(Ω) = (R̂, ê)V(Ω̂). (4.43)

If the operator Λ admits analogous extension, which preseves the norm

‖Λe‖U(Ω) = ‖Λê‖U(Ω̂), (4.44)

then by Lemma 3 we have∣∣∣( R̂, ê )V(Ω̂)

∣∣∣
6

1

2µ

(
m∑
i=1

ρ̂2
i +

1

λ̂m+1

(
‖R̂‖2V(Ω̂)

−
m∑
i=1

λ̂iρ̂
2
i

))
+
µ

2
‖Λê‖2

U(Ω̂)
. (4.45)

where ρ̂i = (R̂, ŵi)V(Ω̂). From (4.43), (4.44), and (4.45) it follows that∣∣(R, e )V(Ω)

∣∣
6

1

2µ

(
m∑
i=1

ρ̂2
i +

1

λ̂m+1

(
‖R‖2V(Ω) −

m∑
i=1

λ̂iρ̂
2
i

))
+
µ

2
‖Λe‖2U(Ω). (4.46)

Thus, we get an upper bound using known eigenfunctions associated with Ω̂.
Also, it is worth noting that the method outlined in Sec. 4.5 can be also

used to improve the approximation v. With no additional expenditures we
�nd the function

v+
m := v −

m∑
i=1

1

λi
(λiζi + `i)wi,

which is as a better approximation of u than vm. Indeed,

v+
m = v − em = vm + v⊥m − vm + um = v⊥m + u− u⊥m = u+ e⊥m.
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Therefore, the corresponding error e+
m = v+

m − u = e⊥m has zero projection
on Vm and (v, wj)V = (v+

m, wj)V for any j > m + 1. Recalling (4.29), we
conclude that the error of v+

m is smaller than the error of v.

4.8. Generalizations. It may seem that the whole topic about getting
estimates (4.40) and (4.41) for the problem (4.36) is rather special, but
this is not the case. For any of the mathematical models considered in
Sec. 2 (and for many others), fully reliable error control problem can be
reduced to the case studied in Sec. 4.5. Indeed, we can replace (4.12) by

〈R, e 〉 = (BΛvR,Λe)U + (BΛ(uR − vR),Λe)U , (4.47)

where vR is an approximation of uR de�ned by (4.8) and eR := vR − uR.
Then

〈R, e 〉 6 (‖ΛvR‖U + ‖ΛeR‖B)‖Λe‖B .
and

〈R, e 〉 6 1

µ

(
‖ΛvR‖2U + ‖ΛeR‖2B

)
+
µ

2
‖Λe‖2B , ∀µ > 0. (4.48)

This estimate has the same structure as (4.20) and (4.26). It yields guar-
anteed and computable error estimates provided that the �rst term in the
right hand side of (4.48) is computable. This goal is achieved if we solve
the linear problem (4.6) numerically and �nd a sharp computable bound
for the norm of the corresponding error eR. We are free to choose a method
of �nding vR and it is not required that it is the exact solution (Galerkin
approximation) of (4.8). Thus, (4.48) shows principal ability to control the

accuracy of approximations to various problems using an auxiliary linear

problem only.
To estimate eR we set B = 1 and use the method considered in Sec. 4.5.

The auxiliary problem (4.8) reads

Λ∗ΛuR + R = 0. (4.49)

Let vR and yR be approximations of uR and pR := ΛuR, respectively. Then

eR = vR − uR, e∗R = yR − pR, and Λ∗e∗R = Λ∗yR + R =: R(yR).

For (4.49) we use (3.7) with z = 0 and A = 1. It reads

(1− γε)‖Λe‖2U +
(
1− γ

ε

)
‖e∗‖2U 6 ‖y −Λv‖2U + 2(1− γ)(e∗,Λe), (4.50)

where γ and ε are parameters satisfying the conditions

γ > 0, ε > 0, γε 6 1, and ε > γ.
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If γ = ε, v = vR, y = yR, and R(yR) ∈ V, then (4.50) has the form

(1− γ2)‖ΛeR‖2U 6 ‖yR− ΛvR‖2U + 2(1− γ)(R(yR), eR)V .

To estimate the term (R(yR), eR)V , we use (4.39), which reads

(R(yR), eR)V 6 Σm +
1

2νλm+1
‖R(yR)⊥m‖2V +

ν

2
‖ΛeR‖2U , ∀ν > 0.

Combining the last two inequalities, we obtain the estimate

(1− ν + γν − γ2)‖ΛeR‖2U 6 ‖yR− ΛvR‖2U

+ 2(1− γ)Σm +
(1− γ)

νλm+1
‖R(yR)⊥m‖2V , (4.51)

where

Σm =

m∑
i=1

(
(vR, wi)V +

(R, wi)V
λi

)
(R(yR), wi)V

and

‖R(yR)⊥m‖2V = ‖R(yR)‖2V −
m∑
i=1

(R(yR), wi)
2
V .

Let ν = γ < 1. Then (4.51) has the form

‖ΛeR‖2U 6
‖yR− ΛvR‖2U

1− γ
+ 2Σm +

1

γλm+1
‖R(yR)⊥m‖2V . (4.52)

Estimates (4.48) and (4.52) imply an upper bound of |(R, e)V |. For exam-
ple, set γ = 1

2 in (4.52). Then, for any µ > 0 we have

|(R, e)V | 6
1

µ
‖ΛvR‖2U +

µ

2
‖Λe‖2U

+
2

µ

(
Σm + ‖yR− ΛvR‖2U +

1

λm+1
‖R(yR)⊥m‖2V

)
.

All terms in the right hand side of this estimate (except ‖Λe‖2) depend
only on approximate solutions of (4.49) and known data.
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�5. A posteriori error estimates

In the literature, various a posteriori error estimates are mainly studied
in the context of adaptive computational methods. There are known several
types of a posteriori indicators (residual, hierarchical, goal�oriented, post-
processing, etc.), which are relatively cheap and usually suggest a correct
way of changing meshes (or other parameters of approximations) in order
to get the best approximate solution at the next iteration. Theses methods
exploit speci�c features of approximations (e.g., Galerkin orthogonality)
and properties of exact solutions (e.g., additional regularity) to construct
simply computable indicators of errors. Typically, they are adapted to a
particular problem or numerical method. The reader will �nd the corre-
sponding theory and numerous examples in [1, 3, 6�8, 10, 26, 27] and many
other publications cited therein.

Estimates considered in this section follow another concept. They are
derived from a posteriori error identities that hold for all deviations from
the exact solutions. The only one requirement is that they must belong to
the same functional class as the generalised solution of the problem under
consideration. We show that above derived estimates of the term 〈R, e〉
imply guaranteed and fully computable error bounds for various boundary
value problems, which are valid for the same wide class of deviations. The
identities and estimates are obtained by general methods of functional
analysis and theory of boundary value problems without attracting any
additional information (e.g., on properties of approximations or numerical
methods). Therefore, they are often called a posteriori estimates/identities
of the functional type. They possess maximal universality and can be also
applied to analysis of modeling errors [19].

5.1. Problem (3.4). We use (3.8) in the form

(1− γ2)‖Λe‖2A 6 ‖y −AΛv − z‖2A−1 + 2(1− γ)(R(y), e)V (5.1)

and apply (4.25) to the last term. We �nd that

|(R(y), e)V | 6
m∑
i=1

αiρi +
C2

Ψ,Λ

2cAµ

(
‖R‖2V − Σ(r, z)

)
+
µ

2
‖Λe⊥m‖2A.

In the case considered, B = A and (4.13) reads

(AΛwi,Λwj)U = δij i, j = 1, 2, ...,m.



DERIVATION OF FULLY COMPUTABLE ERROR 147

Therefore,

‖Λe‖2A = ‖Λem‖2A + ‖Λe⊥m‖2A, (5.2)

where ‖Λem‖2A =
m∑
i=1

α2
i . From (5.1) and (5.2), it follows that

(1− γ2)‖Λe⊥m‖2A 6 ‖y −AΛv − z‖2A−1

+ 2(1− γ)(R(y), e)V − (1− γ2)

m∑
i=1

α2
i

6 ‖y −AΛv − z‖2A−1 − (1− γ2)

m∑
i=1

α2
i

+ (1− γ)
(

2
m∑
i=1

αiρi +
C2

Ψ,Λ

cAµ

(
‖R‖2V − Σ(r, z)

)
+

µ

cA
‖Λe⊥m‖2A

)
,

wherefrom we deduce the estimate

(1− γ)(1 + γ − µ

cA
)‖Λe⊥m‖2A 6 ‖y −AΛv − z‖2A−1

+ (1− γ)
(

2

m∑
i=1

αiρi +
C2

Ψ,Λ

cAµ

(
‖R‖2V − Σ(r, z)

)
− (1 + γ)

m∑
i=1

α2
i

)
(5.3)

Set µ = cAγ,

I1(y, v, z) := ‖y−AΛv− z‖A−1 and I2(y) :=
CΛ√
cA

(
‖R‖2V −Σ(r, z)

)1/2

.

Then we arrive at the estimates

‖Λe⊥m‖2A 6
1

1− γ
I2
1 (y, v, z)2 +

1

γ
I2
2 (y) +

m∑
i=1

(
2αiρi − (1 + γ)α2

i

)
(5.4)

and

‖Λe‖2A 6
1

1− γ
I2
1 (y, v, z)2 +

1

γ
I2
2 (y) +

m∑
i=1

(
2αiρi − γα2

i

)
. (5.5)

Setting in (5.5) γ = I2
I1+I2

, we obtain

‖Λe‖2A 6
(
I1(y, v, z) + I2(y)

)2

+ 2

m∑
i=1

αiρi −
I2(y)

m∑
i=1

α2
i

I1(y, v, z) + I2(y)
. (5.6)
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5.2. Convection�di�usion problem (3.11)�(3.12). We set B = 1

and de�ne the auxiliary problem (4.6) as follows: �nd uR ∈ V :=
◦
H1(Ω)

such that ∫
Ω

∇uR · ∇wdx =

∫
Ω

R(v, y)wdx ∀w ∈ V, (5.7)

where R(y, v) := divy − a · ∇v + f .
Let {wi}, i = 1, 2, ...,m be a system of functions in V0 such that∫

Ω

∇wi · ∇wjdx = δij .

In accordance with (4.14) (where B = ∆), we additionally require that

∆wi ∈ V := L2(Ω).

A �nite dimensional counterpart of (5.7) is the problem: �nd uR,m ∈ Vm ⊂
V0 such that∫

Ω

∇uR,m · ∇wdx =

∫
Ω

R(y, v)wdx ∀w ∈ Vm. (5.8)

First, we use (4.20) and (3.13) to get the following error majorant

(1− µ)‖∇e‖2Ω + ‖e∗‖2Ω 6 ‖∇v − y‖2Ω +
1

µ
‖∇uR,m‖2Ω

+
C2
F

µ

(
‖R(y, v)‖2Ω − T−1r · r

)
, (5.9)

where CF is a constant in the Friedrichs inequality ‖w‖Ω 6 CF ‖∇w‖Ω for

any w ∈
◦
H1(Ω),

µ ∈ (0, 1], ri = −
∫
Ω

R(y, v)∆widx, and Tij =

∫
Ω

∆wi∆wjdx.

It is easy to see that the left hand side of (5.9) is fully fully computable.
Also, we have a lower error bound

(1 + µ)‖∇e‖2Ω + ‖e∗‖2Ω > ‖∇v − y‖2Ω −
1

µ
‖∇uR,m‖2Ω

− C2
F

µ

(
‖R(y, v)‖2Ω − T−1r · r

)
, (5.10)
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where µ > 0.
If {wi} are the eigenfunctions of ∆, then Lemma 3 can be applied. In

this case, we obtain other bounds

(1− µ)‖∇e‖2Ω + ‖e∗‖2Ω 6
∫
Ω

|∇v − y|2dx+
1

µ

m∑
i=1

ρ2
i

+
1

µλm+1

(
‖R(y, v)‖2Ω −

m∑
i=1

λiρ
2
i

)
(5.11)

and

(1 + µ)‖∇e‖2Ω + ‖e∗‖2Ω >
∫
Ω

|∇v − y|2dx− 1

µ

m∑
i=1

ρ2
i

+
1

µλm+1

( m∑
i=1

λiρ
2
i − ‖R(y, v)‖2Ω

)
. (5.12)

Notice that possible overestimation in (5.11) (and underestimation in (5.12))
is generated by the second and third terms in the right hand sides of these

estimates. Assume that v = vk and y = yk, where vk → u in
◦
H1(Ω), yk → p

in L2(Ω,Rd) and ‖divyk‖Ω is uniformly bounded as k → +∞. In this case
ρi =

∫
Ω

(fwi− (a · vk)wi− yk ·∇wi)dx→ 0. The last term can be also made

arbitrarily small if m is su�ciently large (see Remark 4.6).

Now, we consider estimates that follow from (4.16). Let Ω =
q⋃

k=1

Ωk,

where Ωk are open Lipschitz subdomains with the diameters d(Ωk) such
that Ωk ∩ Ωj = ∅ if k 6= j and

ψk =

{
1 if x ∈ Ωk,
0 if x 6∈ Ωk,

We de�ne Ψ = span{ψ1, ψ2, ..., ψq} and set ψ =
q∑

k=1

ζkψk. Then (cf. (2.7))

inf
ψ∈Ψ
‖w − ψ‖2V = inf

ζk∈R,
k=1,2,...,q

q∑
k=1

‖w − ζk‖2Ωk

6
q∑

k=1

d2(Ωk)

π2
‖∇w‖2Ωk 6 C

2
Ψ,∇‖∇w‖2Ω, (5.13)
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where CΨ,∇ = 1
π max

k
{d(Ωk)}.

In this case, (5.9) is replaced by the estimate

(1− µ)‖∇e‖2Ω + ‖e∗‖2Ω 6 ‖∇v − y‖2Ω +
1

µ
‖∇uR,m‖2Ω

+
C2

Ψ,∇

µ

(
‖R(y, v)‖2Ω−T−1r · r+D−1(b−ST−1r) · (b−ST−1r)

)
, (5.14)

where ski =
∫

Ωk

∆widx,and bk =
∫

Ωk

Rdx. The estimate (5.14) will give

sharper error bounds than (5.14) if Ω is divided into a large amount of
subdomains Ωk having small diameters, so that the constant in (5.13) is
essentially smaller than CF .

5.3. Estimates for the problem (3.19)�(3.21). Consider the case,
where G(y) = 1

2 (Ay, y)U , and A : U → U is a bounded linear operator
satisfying (2.4).

In this case, G∗(y∗) = 1
2 (A−1y∗.y∗) and (3.26) reads

1

2
‖Λe‖2A +

1

2
‖e∗‖2A−1 + ωDR(u, τ) + ωDR(v, σ)

=
1

2
‖y∗ −AΛv‖2A−1 + ωDR(v, τ) + 〈R(y∗, ωτ), e〉 (5.15)

Here p∗ = AΛu, e∗ = y∗−p∗, and τ is an approximation of σ. To estimate
〈R(y∗, ωτ), e〉 we use Lemma 2 with B = A and �nd that

|〈R(y∗, ωτ), e 〉| 6 1

2µ

(
‖ΛuR,m‖2A +

C2
Λ

cA
‖R⊥m‖2V

)
+
µ

2
‖Λe‖2A, (5.16)

where ‖R⊥m‖V is de�ned by (4.21) and uR,m solves the �nite dimensional
problem

(AΛuR,m,Λwm)U = 〈R(y∗, ωτ), wm〉 ∀wm ∈ Vm.

From (5.15) and (5.16), we deduce the estimates

(1− µ)‖Λe‖2A + ‖e∗‖2A−1 + 2ωDR(u, τ) + 2ωDR(v, σ) 6 ‖y∗ −AΛv‖2A−1

+ 2ωDR(v, τ) +
1

µ
‖ΛuR,m‖2A +

C2
Λ

µcA
‖R⊥m‖2V (5.17)
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and

(1 + µ)‖Λe‖2A + ‖e∗‖2A−1 + 2ωDR(u, τ) + 2ωDR(v, σ) > ‖y∗ −AΛv‖2A−1

+ 2ωDR(v, τ)− 1

µ
‖ΛuR,m‖2A −

C2
Λ

µcA
‖R⊥m‖2V . (5.18)

Right hand sides of (5.17) and (5.18) contain uR,m and directly computable
quantities.

If ω = 0 then we arrive at the problem (4.22). In this case,

|(R(y∗), e)V | 6
m∑
i=1

αiρi +
C2

Λ

2µ
‖R⊥m‖2V +

µ

2
‖Λe⊥m‖2U , (5.19)

where αi are de�ned bty(4.23). Thus, (5.17) and (5.18) are replaced by

(1− µ)‖Λe‖2A + ‖e∗‖2A−1 6 ‖y∗ −AΛv‖2A−1 +

m∑
i=1

αiρi +
C2

Λ

µcA
‖R⊥m‖2V ,

(1 + µ)‖Λe‖2A + ‖e∗‖2A−1 > ‖y∗ −AΛv‖2A−1 +

m∑
i=1

αiρ
2
i −

C2
Λ

µcA
‖R⊥m‖2V .

Consider the case where Ω is a "simple" domain so that the correspond-
ing eigenfunctions wi are known. Then (4.35) yields the estimate

|〈R(y∗, ωτ), e 〉| 6 1

cA

(
m∑
i=1

ρ2
i +

1

λm+1
‖R⊥m‖2V

)1/2

‖Λe‖A

and instead of (5.17) and (5.18) we have two�sided estimates

(1− µ)‖Λe‖2A + ‖e∗‖2A−1 + 2ωDR(u, τ) + 2ωDR(v, σ)

6 ‖y∗ −AΛv‖2A−1 + 2ωDR(v, τ) +
1

µc2A

(
m∑
i=1

ρ2
i +

1

λm+1
‖R⊥m‖2V

)
(5.20)

and

(1 + µ)‖Λe‖2A + ‖e∗‖2A−1 + 2ωDR(u, τ) + 2ωDR(v, σ)

>‖y∗ −AΛv‖2A−1 +2ωDR(v, τ)− 1

µc2A

(
m∑
i=1

ρ2
i +

1

λm+1
‖R⊥m‖2V

)
, (5.21)

where ‖R⊥m‖V is de�ned by (4.27).
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If V consists of the functions vanishing on the boundary, then we can
use arguments of Sec. 4.7 and apply similar estimates with eigenfunctions

associated with an extended domain Ω̂.

�6. Comparison of the estimates

Above considered error bounds have been derived from error identities
be estimation of the only one term: (R, e)V . Therefore, their e�ciency
depends only on overestimation of this term.

Consider the simples estimate (4.2) �rst. It is natural to characterise
the value of overestimation by the quantity

O1(e, e∗) :=

CΛ√
cA
‖R‖V‖Λe‖A − |(R, e)V |
‖Λe‖2A + ‖e∗‖2A−1

, (6.1)

which relates it to the actual error norm.
Consider the estimate (4.20). For B = A we have a similar quantity

Om2 (e, e∗) :=

(
‖ΛuR,m‖2A +

C2
Λ

cA
‖R⊥m‖2V

)1/2

‖Λe‖A − |(R, e)V |

‖Λe‖2A + ‖e∗‖2A−1

, (6.2)

which involves the solution uR,m of the �nite dimensional problem (4.10)
and depends on the number m.

Computable error bounds based on the estimate (4.24) also generate
overestimation. We characterise it by the quantity

Om3 (e, e∗) :=

∣∣∣∣ m∑
i=1

αiρi + CΛ√
cA
‖R⊥m‖V‖Λe‖A − (R, e)V

∣∣∣∣
‖Λe‖2A + ‖e∗‖2A−1

. (6.3)

Here ‖Λe⊥m‖2A = ‖Λe‖2A −
m∑
i=1

α2
i .

αi = (AΛe,Λwi)U , ρi = (R, wi)V = (Λ∗e∗, wi)V = (e∗,Λwi)U ,

gi = Λ∗AΛwi, and ri = (R, gi)V = (Λ∗e∗, gi)V .

The estimate (4.35) used in Lemma 3 implies the quantity

Om4 (e, e∗) :=

(
m∑
i=1

ρ2
i + 1

λm+1

(
‖R‖2V−

m∑
i=1

λiρ
2
i

))1/2
CΛ√
cA
‖Λe‖A−|(R, e)V |

‖Λe‖2A + ‖e∗‖2A−1 .
(6.4)
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Finally, overestimation of the method discussed in Sec. 4.5 for the problem
Λ∗Λu+ ` = 0 is given by the quantity

Om5 (e, e∗) :=

∣∣∣∣ M∑
i=1

ρi(ζi − γi) + 1√
λm+1

‖R⊥m‖V ‖Λe‖U − (R, e)V
∣∣∣∣

‖Λe‖2 + ‖e∗‖2
.

where R⊥m = R−
m∑
i=1

λiρiwi and wi are the eigenfunctions.

To get a presentation on the di�erence between the estimates, we com-
pute Oi i = 1, 2, 3, 4, 5 for the problem

(φu′)′ + f = 0 in Ω = (−1, 1),

u(−1) = u(1) = 0,

where φ > φ0 > 0 is a di�erentiable function. In this case, p = φu′,
Λ∗e∗ = −e∗′, ` = −f , CΛ = 2

π , and cA = φ0. Let wi = sin
(
iπ
2 (x+ 1)

)
.

Then

‖Λe‖2A =

1∫
−1

φ|e′|2dx, ‖e∗‖2A−1 =

1∫
−1

φ−1|e∗|2dx.

and the coe�cients are de�ned by the formulas

αi =

1∫
−1

φe′w′idx, ρi =

1∫
−1

e∗w′idx, gi = −(φw′i)
′, ri =

1∫
−1

gie
∗′dx.

Fig. 1 corresponds to the case, where φ(x) = 1 + x and v is a piece-
wise a�ne interpolant of the exact solution u. The functions u and v are
depicted in the left part of 1. The right part shows the behaviour of Oi.
The value of O1 is depicted by stars. It does not depend on m and shows
maximal level of overestimation. Approximation depicted in Fig. 2 is rather
coarse. Nevertheless, the estimates O2. and O3 provide good results, which
are improving as m grows. The estimates O4. and O5 work excellent with
very small overestimation. Fig. 3 is related to the case, where approxima-
tion is such that the corresponding error has a rather special shape. In
spite of this, the estimates provide good results. Certainly, in this case the
e�ciency of O2 � O5 is di�erent. However for O4 and O5 overestimation
level is minimal and O3 also demonstrate sharp estimates when m > 40.
In general, the results lead to the conclusion that the estimates discussed
in Sec. 4 are robust with respect to approximation type and are e�cient
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Figure 1

Figure 2

for the functions close to the exact solution as well as for coarse approxi-
mations. Further veri�cation of them in application to more complicated
multydimensional problems is the subject of subsequent publications.
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