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ASYMPTOTICS OF SOLUTIONS OF THE
DEGENERATE THIRD PAINLEVE EQUATION IN THE
NEIGHBOURHOOD OF THE REGULAR SINGULAR
POINT: THE ISOMONODROMY DEFORMATION
APPROACH

ABsTrRACT. This paper contains several technical refinements of
our previously obtained results on the monodromy parametrisa-
tion of small-7 asymptotics of solutions u(7) of the degenerate third
Painlevé equation,

/ 2 / 2

u(1)= (CAGH s —erl (—8e(u(r))? +2ab) +b—,

u(T) T T u(T)
where e=+1, eb>0, a €C, and of its associated mole function, p(T),
which satisfies ¢ (1) = 27‘1 + u(bT) . We also describe three families of
three-real-parameter solutions u(7) which have infinite sequences of
zeros converging to the origin of the complex 7-plane. Furthemore,
for a = 0, a numerical visualisation of the formulae connecting the
asymptotics as 7 — 0 and 7 — +oo of solutions u(r) and ¢(7)
having logarithmic behaviour as 7 — 0 is given.

§1. INTRODUCTION
The Degenerate Third Painlevé equation (DP3E),

u/ T 2 u/ T 2
u”(T):7( (7)) —L)+l(—86(u(7))2+2ab)+%,

u(T) T T

(1.1)
e==x1, eb>0, a€eC,

has garnered recent interest not only with respect to the description of the
asymptotic properties of its solutions in the algebroid [21], algebraic [3,4],
and elliptic [23] function classes, but also its manifestations in differential
geometry and theoretical and applied physics [2,5-9,13,24].

The immediate goal of our current research on the DP3E is to obtain
a complete description of the small-7 asymptotic behaviour of all its so-
lutions u(7). This description is based on the Method of Isomonodromy

Key words and phrases: Painlevé equation, monodromy data, asymptotics.
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Deformations, which provides not only the asymptotics, but also their
parametrisation(s) in terms of the monodromy data of an associated first-
order 2 x 2 matrix linear ODE whose isomonodromy deformations are
described in terms of solutions of the DP3E (see [16] for details). This
work is, in fact, an elaboration of Section 5 of our paper [16]; in particular,
notation, formulae, and statements from [16] are used with little, or no
further, explanation, except where absolutely necessary. The reader who
wants to fully comprehend the contents of this paper should refer to [16];
otherwise, only the main scheme of the derivations and formulations of
the results will be clear. Here, we present the “core” asymptotic results
as 7 — 0, which, in the notation of [16], means that £; =2 =0, that is,
e1=0=arg(7)=0 and e2=0=-¢b>0.

For the reader’s convenience, we recall the definition of the manifold of
the monodromy data, M, which is important for understanding the results
presented in this paper. Consider C® with co-ordinates (a, s8, s§°, s3°,
911, 912, g1, g22), where a, the parameter of formal monodromy, s9, s&°,
and s9°, the Stokes multipliers, and g¢;; := (G)sj, 4,5 = 1,2, the elements
of the connection matrix, G, constitute the monodromy data [16]. The
monodromy data are related by the set of algebraic equations *

00 00 __ —2ma_ . 0 . —ma
5587 =—1—e —isge” "7,

921922 — 911912+ 50911922 =1e ™%,

91— 931 — Sog11921 =isgTe ™,
932— Gia+ 50912922 =157°€™,
911922 — 912921 =1. (1.6

For the unique parametrisation of solutions of the DP3E in terms of the
monodromy data, one has to identify (glue) points of M that correspond
to matrices G and —@G, that is, one has to consider G € PSL(2,C). This
parametrisation can be used to connect the asymptotics as 7 — 0 to the
asymptotics as T — oo, that is, in obtaining connection formulae for asymp-
totics of solutions of the DP3E [16,17,21]. It is also of paramount impor-
tance for the complete classification of the asymptotic behaviour(s) of so-
lutions, because if asymptotics of solutions of the DP3E are prescribed in
a one-to-one manner to each point of M, then all conceivable asymptotic
behaviours are exhausted.

Ta

1n these equations, €™® is considered to be a parameter.
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This paper is the first in a series of works devoted to the goal of obtaining
the complete asymptotic behaviour as 7 — 0 of solutions u(7) of the DP3E
and of its associated mole function, ¢(7), which satisfies the ODE

20, b
@)= +U(T). (1.7)

T

This paper contains several technical results that are implied by, and/or
can be derived from, the isomonodromy deformation framework developed
in [16], in which we obtained monodromy-data-dependent parametrisations
for the 7 — 0 and 7 — oo asymptotic formulae for the general solution of
the DP3E. Asymptotic results for the function ¢(7) were actually obtained
in [16] but were not explicitly stated there since the importance of this
function in the theory of Painlevé equations was not understood at that
time and the principal object of our concern was the Painlevé function
u(7). In our recent work on algebroid solutions of the DP3E [21], the
7 — 0% (resp., T — +00) asymptotics for (7) is given in Appendix B
(resp., Appendix C). Note that the notation 7 — 07 is understood in the
extended sense as |7| — 0 and |arg 7] < ¢o < 7.

The asymptotic results of [16] were stated in terms of a plethora of
notations that appeared during the course of their derivation, which, in-
advertently, had the effect of adding a degree of unreadability to them,
and thereby making the results not wholly transparent to those readers
who are not fully immersed in the technical aspects of the Isomonodromy
Deformation Method; furthermore, scant attention was paid to various
special cases that are inconspicuous to extract from the general asymp-
totic formulae in [16]: one of the purposes of this paper is to rectify these
shortcomings.

The aforementioned asymptotics contain several restrictions on the mon-
odromy data. Some of the restrictions are important: when these restric-
tions are violated, the qualitative behaviour of the asymptotics changes,
and other restrictions turn out to be related to our methodology [16] for
obtaining the parametrisation(s) of asymptotics rather than to the prop-
erties of the solutions themselves. One purpose of the present paper is
to remove those restrictions that do not reflect the essential properties of
the solutions; in [16], for example, we derived monodromy-data-dependent
parametrisations for the 7— 0 and 7 — oo asymptotics of u(7) under the
“generic” condition g11g20 # 0. This restriction is an essential constraint for
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asymptotics at the point at infinity, whilst for asymptotics in the neigh-
bourhood of 7=0, it is related with our method for obtaining this result,
and can, therefore, be eliminated.

This paper is organised as follows. In Section 2, the generic condition
911922 # 0 is removed, and power-like asymptotics for u(7) and ¢(7) cor-
responding to special sets of monodromy data are given. In Section 3,
logarithmic asymptotics for the functions u(7) and ¢(7) are considered,;
in particular, the notation for the general logarithmic asymptotic formula
stated in Theorem 3.5 of [16] is simplified, and non-trivial, special cases
of this formula for a=0 are specified. In Section 4, three families of solu-
tions u(7), depending on three real parameters, having zeros accumulating
at the origin are studied; the corresponding mole function, ¢(7), which
depends on one additional complex parameter, has movable logarithmic
branch points at these zeros. In Appendix A, an inconsistency in Proposi-
tions 5.1 and 5.2 of [16] is amended. Finally, in Appendix B, a numerical
verification of a connection result for asymptotics of a solution of the DP3E
for a = 0 having logarithmic behaviour as 7 — 0 is given.

§2. THE CONDITION ¢11¢227#(0 AND POWER-LIKE ASYMPTOTICS

The DP3E has a regular singular point at 7 =0; therefore, the general
solution has a branching point at 7=0. In order to characterise this non-
single-valued behaviour, we introduced a branching parameter, p, such
that |Re(p)| <1/2. In Theorem 3.4 of [16], the leading term of asymptotics
of u(7) is stated under the assumption g11g22 # 0. This assumption was
essential for the derivation of the formula relating p and the monodromy
data, namely,

is9 1
cos(2mp) = —70 :cosh(wa)—i—isgos(l’oem, (2.1)
which was derived in Proposition 5.6 of [16]. In the course of the proof of
Proposition 5.6, we used the following relation, which is valid for p#£0 (the
case p=0 is considered in Section 3):

(p—2%)p(a, p)p(—a, —p)e™ x1(p)x2(—p)
+(p+3)p(a, —p)p(—a, p)e” ™ x1(=p)x2(p) =0, (2.2)
2Tore1=eq= 0, the monodromy functions in Theorem 3.4 of [16] simplify as follows:

58(070):2587 850(07 0)223?7 .7:07 17 gkl((]’o)::gkly kvl:1727 Xm(g(ov 0)7*):X'm(*)7
m=1,2, and wEL(O,O; x):=wp(x), n=1,2.
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where p(z1,22), x1(23), and x2(z4) are given in equations (47) and (48)
of [16].3 Via equations (47) of [16] and the gamma function identities [10]
P —2)(3+2)= wny D(IP(1—2) = gy, and D(1+2) = 20(2), it

follows from equations (1.3) and (2.2) that

m(p—ia/2)(p+ia/2)
sin(w(p+ia/2))

m(p—ia/2)(p+ia/2)
sin(m(p—ia/2))

—Ta - 0 27mi —27i i
(e +ispg11922+ 911922 " * +g12g21€ ”)e ’

(eferisggugzz +911922672ﬂp+912921e2ﬂp)efﬂp =0.
(2.3)

(Equation (2.3) is also valid for p==+ia/2.) For p#+ia/2, equation (2.3)
simplifies to

911922 (2 cos(2mp) +isg) =0, (2.4)

which, for g11g22 #0, implies equation (2.1).* In Proposition 2.1 below, we
present a direct calculation for the Stokes multiplier s§ that is independent
of any assumptions on the connection matrix.

Proposition 2.1. For all connection matrices G€PSL(2,C),
59 =2icos(27p). (2.5)

Proof. The Stokes multiplier s is defined in terms of the canonical
solutions XP (1), k=0, 1, of the linear auxiliary system (12) on p. 1169 of
[16], where € Q0 :={pueC; |u| <8, —m+rk <arg(u)—3% arg(r)—1 arg(eb) <
m+mk}, with § > 0. Using equations (20)—(25) on p. 1171 of [16], one shows
that the defining relation for the determination of the Stokes multiplier s
can be expressed in terms of one canonical solution corresponding to k=0:

(300) " eaxte = (i 7)o (26)

where o3 = diag(1,—1) and o1 = ({}). For arg(r) = arg(eb) = 0, an as-
ymptotic formula for X§(p) € SL(2,C) in terms of the Hankel functions of
the first and second kinds, Hil)(-) and H,EQ)(-), respectively, is presented

3 Actually, in Proposition 5.6 of [16], we used the branching function p=p(r), which
is related to the branching parameter p via the asymptotic relation p_ 7 . p(1+o(7%)),
&> 0; thus, equation (2.2) is, in fact, the leading term of the relation that was used in
the proof of Proposition 5.6.

4Considering the limits p— +ia/2 in equation (2.3), one arrives, again, at equation
(2.4), but with p==ia/2.
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in Section 5 of [16]. From Propositions 2.1, 5.3, and 5.4 of [16], it follows
that, with z:=+/7eb/p,

XJ(e™™* ) =, Ple™ ™) B (e 2) (I—i—o((nﬁ)‘;)) , k=0,1, >0,
T
(2.7)
where I=diag(1, 1),

11 A
Vi VBB |, (2.8)
0

) ) )
Bua(2) =02 (T HD (2)+ 21 (2) )
2.9
Bor (2) =g (¢ HP (2) 2B (2))
Baa () =22 (e (D H (2)+ 21,1 (2))
with
Ve 5D /- A(r)B(7)
== = )
2v/eb \/ B(7)
Vael5H /- A(r)B(r)
12 =— = )
2v/eb \/ B(7)
Ve i =)/ B(7)
321 =— 5
2\/eb
v (2.10)
Vel [ B(r)
§22°=— 5
2V/zb
27B(7)C(r)

(1) = —vy+ia+ —L—L,
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and A(1) = A(r)r—*, B(r) = B(r)7*, C(r) = C(r)r—*, and D(r) =
D(7)7 are the elements of the coefficient matrices of the linear auxil-
iary system (12), where A(7), B(7), C(7), and D(7) solve the system of
isomonodromy deformations (5) on p. 1167 of [16], which are equivalent
to the system (1.1), (1.7) for the functions u(7) and go( ), that is, u(r)=

—A(7)B(1), e==£1, and ¢(7)=—iln (\/—A /B )).5 The in-
dex of the Hankel functlons is glven by vo=2p, where p is the branching
function.? Using the fact that (cf. equation (2.8)) (P(u)) " tosP(e™™u)=il,
it follows from equations (2.6) and (2.7) that

- i _mfs) 1
(B(2) ' Ble™z) = e 2(1" 0>+02x2((w2>‘s)7
where 02X2((7u2)6) denotes a 2 x 2 matrix each of whose entries are
o((rp*)%), thus

e*%isg—l—o((ntz)‘;) = Boy(2)B11(e™2) = Ba(2)Bar(e™2).  (2.11)

—0+
_my—AmB[D) (2.12)

Since, from equations (2.10),

e_%isg—l—o((ﬂf)‘s) v iy ors e (tT(T)—t‘l'(T))
x (HDEHS () + ) () HP(2)) 2
Using the Hankel function identities [11]
1)/ 7mi — iy 2
Hl(/())(e Z) =—€ DHI(/())(Z)7

sin(2mvo) (2

2 i iy 1
H (e™z) = H (z)+e™ HD(2),

sin(myg)

4i
HD () HD ()~ HY () HP (2) = ——

120 Tz )

5 As discussed in Appendix A, due to the recalibration of the gauge of the canonical
solutions at the point at infinity (see [18], Section 7), the functions A(r), B(r), C(r),
D(7), 7, and 3 appearing on the left-hand sides of equations (139)—(145) (resp., equa-
tions (147)—(153)) in Proposition 5.5 (resp. Proposition 5.7) of [16] must be changed to
A(T)r~ie, B(r)rie, C(r)r—1e, D(r)rie, 7~1% and gTia, respectively.
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it follows from equation (2.13) that

. 2e% \/—A(r)B(7)
e 2 58+O(T6) Tjo+ b

(xT(r)—v¥(7))cos(mrp).  (2.14)

One shows from equations (13) and (14) of [16], in conjunction with equa-
tions (2.10), that

()t (r) = ,\2 _ (ia _;1(7)@(7)”(2(7)13(7)+J§(7)6(7)))
—A(m)B(1)
(a1
—A(r)B(7)

hence, taking the 7 — 0" limit in equation (2.14) and recalling that vy =
29— 2p,3 one arrives at equation (2.5). O

Remark 2.1. Proposition 2.1 implies that one can use the 7 — 0" asymp-
totic results in Theorem B.1 of [21] for the cases g11 =0 (and g12921922#0)
or ga2 =0 (and g11g12921 #0); the corresponding monodromy data for these
cases read: (i) for g11 =0,

a,921€C\ {0}, [Im(a)| <1, isgeC\ {F2},

je—Ta
oo __ . .ma 2 oo —27a | ;. —ma 0
so =1e"%g5, ST =—5— (1—|—e +ie 30) ,

951 (2.16)
1 e~ T
g11=0, gi2=——, go2= ;
g21 g21
and (ii) for go2 =0,
a,g12€C\ {0}, |Im(a)|<1, isge(C\{:F2},
ieﬂ'a
Soo: 1+e—27ra+ie—7ra80 , Soo:ie—ﬂ'ag2 ,
e o) o )
ie” " 1
gii=-— , gai=———, g22=0.
gi12 gi2

Substituting the particular values of the monodromy data (2.16) and (2.17)
into the generic asymptotic formulae given in Theorem B.1 of [21], one
arrives at the corresponding asymptotics for the functions u(7) and ¢(7).
Despite the fact that the monodromy data (2.16) and (2.17) look rather
special, the corresponding 7— 0" asymptotic expansions for the functions
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u(7) and (1) resemble, in form, the generic 7— 01 asymptotic formulae
stated in Theorem B.1 of [21], and will, therefore, not be presented here.

The generic 7 — 07 asymptotic formulae for the functions u(7) and
(1) stated in Theorem B.1 of [21] (and also for u(7) in Theorem 3.4
of [16]) are valid for all p # 0 such that |Re(p)| < 1/2. In Corollary 2.1
below, we consider the special cases p==+ia/2, because, in these cases, the
aforementioned asymptotic formulae require reparametrisation and one of
their coeflicients vanishes; this fact can be gleaned from equations (2.2)
and (2.3).

Corollary 2.1. Let (u(7), (7)) be a solution of the system (1.1), (1.7)
corresponding to the monodromy data

a, 921 €C\ {0}, Im(a)€[0,1), s)=2icosh(na), s;°=0, s°€C,

ige T, g iSO sl (218)
g11=1921 ’ g22_2gglsinh(7ra)’ 2= 2g21 sinh(7a)’
then,
b7 [ % (ass ( Sinh(wa) 2 . 0o ebr?\ "
U(T)Tf(Jf%(ez(ﬂ(T) CO-ia)sfon| =) +1
X(1+O(7—5))7
(2.19)

x (1+0(%)),

where T'(x) is the gamma function [10], and §>0.
Let (u(1), (7)) be a solution of the system (1.1), (1.7) corresponding
to the monodromy data

a,912€C\ {0}, Im(a)€(—1,0], s)=2icosh(ra), s*€C, s7°=0,

00 2 ,—Ta __ 3 TA | 300 2 L—2Ta
_Sp 910 T 1 . —ra _ e"T 4155 g1ae . (2.21)
7), g22 = —1g12€ y g21=—

2g12 sinh(mwa 2g12 sinh(wa)
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then,
br [ _sx ., ;[ sinh(mwa) 2 ) chr2\ e
= — (a—i) ( 222207 3,00 2 .
T)T—>O+2a <e ’ ( ma ) (F(1+la)) So 912 2_ 1

x (1+0(7°%)),
(2.22)

. ra b ia e b 2 —ia
eie(r) _ __© (3) (e—“‘zr(Hia)sgong(gTT) —i(r(l_ia))2>

=0+ 2magil,

x (1+0(r%)).
(2.23)

Let (u(1),o(T)) be a solution of the system (1.1), (1.7) corresponding
to the monodromy data

a,912€C\ {0}, |Im(a)|<1, s)=2icosh(ra), s =s5°=0,

i e™a (2.24)

. —Ta,
g11= g21 = g22 = —1g12€ ;

~ 2g1zsinh(ma)’ ~ 2g13 sinh(ra)’

then, the functions u(t) and o(7) are holomorphic at the origin [18,20],
and

ur) = ~Laror)., (2.25)

70+ 2a
x 4

, m " P(1+ia)
io(t) = Ta 2 o:
€T e 2o e Mnsinh(ma) (51)) I'(1—ia)

where §=1 if a=+i/2 and §=2 if a#+i/2. ©

(1+0(r)), (2.26)

Proof. If p=+ia/2, then it follows from Proposition 2.1 that
59 =2i cosh(a). (2.27)

Since the asymptotic results for u(7) presented in Theorem 3.4 of [16] are
symmetric with respect to the change p — —p, it suffices to consider the

6 The results formulated in this corollary (and Theorems 3.1 and 4.1 below) are
extended in [22] for all a # 0; since the removal of the restriction |Im(a)| < 1 used
in [16] requires a somewhat more elaborate technique, we continue to employ it in the
current work. We did not discuss a precise estimate for > 0 in [16], so in equations
(2.18) and (2.21) a more accurate restriction for Im(a), rather than |Im(a)| < 1, is
stated. As a matter of fact, the corresponding asymptotics are valid for |Im(a)| < 1.
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case p=ia/2, which, from equation (2.2), implies

x1(—ia/2)x2(ia/2)=0, (2.28)

since p(a, —ia/2)p(—a,ia/2) = (2/a)? # 0. In conjunction with equations
(1.2)—(1.6) and (2.27), equation (2.28) gives rise to the following three—
distinct—cases for the determination of the corresponding monodromy
data: (i) if x1(—ia/2) = 0 and x2(ia/2) # 0, then the monodromy data
are given by equations (2.18); (ii) if x1(—ia/2) # 0 and x2(ia/2) = 0,
then the monodromy data are provided by equations (2.21); and (iii) if
x1(—ia/2)=x2(ia/2) =0, then one arrives at the monodromy data (2.24).
Furthermore, via equations (46) of [16],2 it follows that: (i) x1(—ia/2) =
0=w;(—ia/2)=0; (ii) x2(ia/2) =0=w2(ia/2) =0; and (iii) x1(—ia/2)=
xz2(ia/2) = 0= w;(—ia/2) = wa(ia/2) = 0. Finally, substituting the mon-
odromy data (2.18), (2.21), and (2.24) into the corresponding asymptotic
formula in Theorem 3.4 of [16], one arrives at the 7— 0% asymptotics for
u(7) stated in equations (2.19), (2.22), and (2.25), respectively, whilst from
the results of Theorem B.1 of [21], one arrives at the 7— 01 asymptotics
for ¢(7) stated in equations (2.20), (2.23), and (2.26), respectively. O

Remark 2.2. Proposition 2.1 also implies that one can use the 7 — 0T
asymptotics of Corollary 2.1 for the cases g11 =0 (and g12g21922 #0) or
922 =0 (and g11912921 # 0); the corresponding monodromy data for these
cases read: (i) for g11 =0,

a,912€ C\ {0}, TIm(a)e(—1,0], s)=2icosh(ra),

j07Ta

(e ] 1e [e’e}
So =gz U =0 (2.29)
911 =0, 9212—9%7 g2z =—le" " g1;
and (ii) for go2 =0,
a,g21€C\ {0}, Im(a)€]0,1),
. oo o 1e77¢
sy=2icosh(ma), s=0, 53 :E, (2.30)

. 1
gii=ie " %go1, giz=——, g22=0.
g21

Substituting the particular values of the monodromy data (2.29) (resp.,
(2.30)) into the asymptotic formulae (2.22) and (2.23) (resp., (2.19) and



180 A. V. KITAEV, A. VARTANIAN

(2.20)), one arrives at the corresponding asymptotics for the functions u(r)
and (7).

§3. LOGARITHMIC ASYMPTOTICS

In [16], we obtained small-7 asymptotics of the function u(7) for the
case p=0: the corresponding results were presented in Theorem 3.5 of [16],
where it was shown that these asymptotics possess logarithmic behaviour;
the logarithmic asymptotics for the function ¢(7), however, was not con-
sidered in [16,21]. As a consequence of Proposition 2.1, the restriction
911922 # 0 can be removed from the formulation of Theorem 3.5 in [16].
We also analyse, more carefully, the case a =0, and formulate the corre-
sponding results in Corollary 3.1.

The following theorem is an extension of Theorem 3.5 in [16]:7 it includes
a new formula for the 7— 0T asymptotics of the function ¢(7), and also a
simplified expression for the 7— 0T asymptotics of the function u (7).

Theorem 3.1. Let (u(7), (7)) be a solution of the system (1.1), (1.7)
corresponding to the monodromy data (a, 58, s, $5°, 911, 912, 921, g2z ). Sup-
pose that

aeC\ {0}, [Tm(a)|<1, 59=2i; (3.1)
then,®
abt ebr? : 7w wi(g12+ige2)
= T (2 4 _iay_ T, THI12771922)
u(T)T%m 4 (n( 2 >+ v+ (- %) 2 * (g12—ig22)

ebr? iy T 7Ti(912+1922)) 5
1 H4y+p(1—=te)y -y T2 TN (140 , (3.2
X (H< ) ) Y 1/}( 2) 2 (912_1922) ( (T )) ( )
e (a+)

io(r . ia\)2 ia
'l )H:m na (g12—ig22)? (T(1-%))" (27°)

2 ia mi s i
1n(%)+47+¢(1—?)_7+% (1+0(r)) (3:3)

In () o~ ) - 5+ )

TFor g1 =¢2 =0, the monodromy functions in Theorem 3.5 of [16] simplify as follows:
88(07 0) = 587 8;')0(07 0) = 55')07 j=0,1, gkl(ov 0) =gk, k,1=1,2, Xm(g(ov 0)§ 0) = Xm,
m=1,2, and @’ (0,0):=w?’, n=1,2,3,4.

8There exists another logarithmic expansion as 7 — 0% for the functions u(7) and
©(7) corresponding to s§=—2i [22].
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where P(z):= dh:j—l;() is the digamma function,
~y=—1(1)=0.577215664901532860606512.. . .
is the Euler—-Mascheroni constant, and § >0.

Proof. The corresponding 7 — 0 asymptotic expansion of u(7) given in
Theorem 3.5, equation (51) of [16] reads, after multiplying out the various
expressions in parentheses,

The’® b_b b b_b
T _=. 9% Sinh(ra/2) (w1w3—|— (wgwg—wle) In7—w}w,(In 7-)2)

x (14+0(7°)), (3.4)
where the coefficients w}:, k=1,2,3,4, are given in equations (52) and (53)

of [16]. Using the digamma function identities [10] ¢ (14=) = (2 +1/z, ¥(1—

z) =1 (2)+7 cot(mz), Y(3+2)—(3—2) =7 tan(rz), and 1(1/2) =1(1)-21n2,
the reflection formula [10] T'(z)I(1 —z) = the algebraic relations

(1.2)—(1.6) (with s§=2i) for the monodromy data, and the corresponding
equations (52) and (53) in [16], one shows that

T
sin(wz)?

—wywy, = a’wi (g; wa(g; 1),
a
Wy — @y @y = E(Wl 1) (miws(g; —1)+wa(g; 1)®(g; —1))

+ W2(g )(ﬂ-l w1 (g7 _1)+W1(g7 1)(I)(g7 1))) ) (35)

a2

@l = T (miwn(g; —1)+wi(g;1)P(g; 1))
X (miwa(g; —1)+wa(g; 1) (g; —1)),
where, for k=1,2 and [==+1,

wi(g: ) = gige™ + lgare™ 7, (3.6)
D(g;l) =4y +9(1+1%) +In () +1%. (3.7)

Via the identities (3.5), one shows that the asymptotics (3.4) for u(7) can
be presented in the factorised form

Ta
abe 2 T

(1) ot Ssinh(ra/2) (wi(g; 1) In(r?)+miw (g; —1)+wi(g; 1)P(g; 1))

X (o.)g(g; D In(r?) +7iws(g; —1)+wa(g; 1)®(g; -1)) (1+O(T6)) . (3.8)
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Recall the following expression for the function ¢(7) given in [19]:

o(r)=—iln (T

substituting into the latter expression the 7 — 07 asymptotics for the
functions y/—A(7)B(7) and y/B(7) given in Proposition 5.7 of [16],% using
the identities (3.5), and simplifying, one shows that

B 2m(272)1
r—0+ asinh(ra/2)(T(ia/2))?
wa(g; 1) In(72)+miwa(g; —1)+wa(g; 1)®(g; —1)
( wi1(g; 1) In(72) +miw (g; —1)+wi(g; 1)®(g; 1) ) (1+0(r*).

ele(m) (3.9)

Recalling that s = 2i, one arrives at, after using the algebraic relations
(1.2)—(1.6) and the definition(s) (3.6),

wa(g; 1) gra—igee
wi(g; 1)  gi—igar’
wi(g;—1) guit+igor  wolg;—1)  gia+ige
wi(gil)  gui—iga1’  wa(g;l)  gia—igoes

w1(g; 1wa(g; 1) =—2¢~ % sinh(ra/2),
(3.10)

using equations (3.10), one simplifies the asymptotics (3.8) and (3.9), re-
spectively, as follows:

abt ebr? - i wi(g11+ige1)
= ——— |1 RS 4 14 s IR
U(T) T—0t 4 < Il< 2 > FY+1/)( * 2 )+ 2 + (911 —iggl)

5b7’2> . i wi(glg—i-iggg)) 5

s (I E ) f (1 —ia) T TRIN2TI922) ) (g 4 5 (76)) | (3.11
({22 ) ey~ Ty 0 o))
oie(7) 2m(g12—iga2) (27%)"

r—0+ asinh(ma/2)(T (ia/2))2(g11 —iga1)

ln(ﬁ)—l—él”y—iﬂ/) 1-1a —ﬂ+%‘;‘i922)
;2 ( ~2) . ﬂ((gmhg”)) (1+0(%)). (3.12)
In(222) 4 dry 4o (1412) 4 24 Tilonatige)

(911—ig21)

In order to reduce the number of parameters appearing in the asymptotics
(3.11) and (3.12), one shows from the definition(s) (3.6) and equations
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(3.10) that
gi1tiga _ 2V (giigiatgnge)  e¥ (3.13)
g11—1g21 2sinh(7a/2) 2sinh(ma/2)’ '
gi2tiges €2 (g11g12+g21922) e (3.14)
g12—1g22 2sinh(7a/2) 2sinh(ra/2)’ '
whence
gri+igo1  gi2+1g22 e (3.15)

g1 —1921 o gi2 —1922 B sinh(ﬂ'a/2) ’
Finally, via equation (3.15) and the digamma and gamma function iden-
tities given at the beginning of the proof, one simplifies the asymptotics

(3.11) and (3.12), respectively, in order to arrive at the 7— 01 asymptotics
(3.2) and (3.3) for u(7) and (7). O
Remark 3.1. If one defines
. mi | mi(gi2+igee) | i
c:=4v+yY(—ia/2)— —+—"——=+—+In(eb/2), 3.16
oo/ - T ey, 10)

then the asymptotics (3.2) and (3.3), respectively, can be presented in the
simplified form

S _ab7<am)2+dm+i (CQJF%)) (1+0(=)),  (317)
io(r) o3 (ati) ) ) . ) .
. o0+t ma (912—1g22)" (T(1=3))" (27°)"
Int 1 c+i/a
‘ (miiﬂ) (1+0()). (3.18)

where ¢ > 0.

For a=0, the asymptotic results stated in Theorem 3.1 require repara-
metrisation: this is given in the following corollary.

Corollary 3.1. Let (u(7), (7)) be a solution of the system (1.1), (1.7)
corresponding to the monodromy data

: o 1 :
azsgozoa 88:217 g?le(c\{o}u 81 :gg y  g11=1921,
21
3.19
1+4+icy c1+i ( )
gi12=— =———, c€C;

) g22 )
2921 2921
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_ b_(m(bT) 37_m_§)(1+ow)), (3.20)

7'—70+ 2

: 1 ebr? i

o) = ———(In( — |+3y—7ma1——= | (1+O(7° 3.21
0 b ()2,
where vy=—1(1) =0.577215664901532860606512 . .. is the Fuler—-Masche-
roni constant, and 6 >0.

Let (u(1), (7)) be a solution of the system (1.1), (1.7) corresponding

to the monodromy data

) i .
a=s°=0, sp=2i, g12€C\ {0}, SSOZQT, g22 = —ig12,

12

i 3ticy (3.22)
g11= y  go1=-— ) 2€C;
2912 24912
then,
ibr ebr? 3mi 5

o) 5, (07 )i aror). w2

) 1 ebr? 3mi
—ip(r) — Lt (12} 3 — ) (1+0(%). (3.24
¢ 70+ ZWg%Q(D( 2 >+ ytmer 2 >( + (T )) ( )

Proof. For a=0 and s)=2i (p=0), equation (1.2) implies that s§°s5° =0.
The case s§° = s3° =0 contradicts equation (1.6); therefore, the following
two cases are left: (i) s§° = 0 and s3° # 0; and (i) s§° # 0 and s3° =
0. Consider case (i). An analysis of equations (1.3)—(1.6) shows that the
monodromy data can be presented as in equations (3.19). To derive the
asymptotics of the functions u(7) and ¢(7), one notes that the parameter
¢ (cf. equation (3.16)) has the following asymptotic behaviour as a— 0:

c:—é—l—’c\—l—(?(a), (3.25)
where

5:237—%1 — w1 +1n(eb)2). (3.26)

Write, now, the asymptotics (3.17) and (3.18), respectively, in the form

u(r) =+—bT<a(lnT)2+aclnT+%(c—i—i;) (o—é))(uo(#)), (3.27)
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ei«p(T) _ e%(a+i) (1_‘(1 . %))2 eia In(272) (

70t Fg%l

In7+3(c+i/a)
alnT+$§(c—i/a

)> (14+0(%)) :
(3.28)

substituting into equations (3.27) and (3.28) the relation for ¢ given in
equation (3.25) and taking the limit as a— 0, one gets

ibr

u(r) =, 7(1117%6)(1449(75)) : (3.29)
and
HO = o (T4 (1+0() (330

— 2193,

thus, one arrives at the asymptotics (3.20) and (3.21), respectively. The
analysis for case (ii), with corresponding monodromy data given by equa-
tions (3.22), is similar; however, there is a difference, because the denom-
inator of the fractional term im(g12 +1ig22)/(g12 —ige2) appearing in the
asymptotics (3.2) and (3.3) vanishes. In order to resolve this problem, one
has to exploit equation (3.15); by doing so, the following representation
for the asymptotics of the parameter ¢ as a— 0 is obtained:

c=~+c4+0(a), (3.31)
a
where
. 3mi
c:=37—7+7r02+1n(5b/2). (3.32)
Proceeding, now, as delineated above, one arrives at the asymptotics (3.23)
and (3.24). O

Remark 3.2. The validation of the limiting procedure as a — 0 stud-
ied in Corollary 3.1 is based on the justification scheme for the Isomon-
odromy Deformation Method [15]. The calculation of the monodromy data
in [16] for the case p=0 was undertaken in accordance with the condition
Im(a)| < 1 and certain assumptions on the 4-tuple of coefficient func-
tions (A(7), B(1),C(7),D(7)) of a first-order 2 x 2 matrix linear ODE
whose isomonodromy deformations are described in terms of solutions of
the DP3E: these assumptions are valid for all a satisfying the restriction
[Im(a)| <1, including, in particular, a=0; therefore, the associated asymp-
totic formulae for the functions u(7) and ¢(7) should be valid for all a
such that Im(a) € (—1, 1). The manifestation of this problem is principally
due to the fact that one can not assign a unique parametrisation for M
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that subsumes both sets of the monodromy data (3.19) and (3.22); more
precisely, for a close to 0, one can not introduce variables that parametrise
the asymptotics smoothly in the neighbourhoods of two disjoint curves on
M, thus the neighbourhood of each curve requires its own parametrisa-
tion (cf. equations (3.26) and (3.32)). After the implementation of such
a parametrisation, one simply sets a =0 in the corresponding asymptotic
formulae; in fact, the raison d’étre of the proof is to delineate a paradigm
for how one finds proper, smooth parametrisations for asymptotics in the
neighbourhoods of each of the two disjoint curves on M.

Remark 3.3. The results presented in Corollary 3.1 allow one to check
the two logarithmic asymptotics for 7—1/2e* that appear directly below
equations (19) on p. 2082 in [14]; the result of this comparison shows that
the right-hand sides of both formulae for 771/2¢* must be multiplied by 2
(see, also, Appendix A of [13]).

§4. DISTRIBUTION OF ZEROS

In many, but not all, cases, at a point where a solution of a Painlevé
equation has a zero or a pole, the corresponding Fuchs-Garnier pair for
this Painlevé equation is not defined. Even when the Fuchs-Garnier pair
is well defined, at a zero, say, the definition of the canonical solutions may
require a modification depending on the type of the zero: this is precisely
the case we encounter in the study of the DP3E.

On the other hand, in case an asymptotic formula for the correspond-
ing solution of a Painlevé equation has zeros or poles accumulating at a
singular point where we construct the asymptotics, the standard asymp-
totic technique based on the isomonodromy deformations also fails in some
neighbourhood of these points; therefore, the poles and zeros of the asymp-
totic formulae also require a more accurate treatment.

Taking the DP3E as our principal example, we recall the standard inter-
pretation of the asymptotic results in case the leading term of asymptotics
has zeros accumulating at the origin. Of course, for the description of the
asymptotic behaviour of the solution in a neighbourhood of zeros or poles
of the leading term of its asymptotics accumulating at the corresponding
singular point, one can invoke the correction terms of the asymptotic ex-
pansion; this, however, is the next step of the asymptotic analysis, because
the initial step is to use the leading term of asymptotics in order to decide
whether or not, in a neighbourhood of its zeros or poles, there are zeros
and/or poles of the corresponding solution: this is the second question that
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we address in this section. To conclude the introductory part of this sec-
tion, we note that, as follows from a local analysis of equation (1.1), all
zeros of its solutions are of order one and all poles are of order two.

We recall the asymptotic formulae as 7 — 0 for the functions u(7) and
©(7) given in Theorem B.1 of [21]. These formulae contain a branching
parameter, p; for p = isx, 3 € R\ {0}, these asymptotics read:

u(r) =, ng; (AG) T2+ A(=30)772%)

X (BT +B(—)7 ) (1+0(+)) (1.1)
ip(r) _ . mi ia B(%)T2i%+B(_%)T—2i%
S (A(zwiuﬂ(—%)f21%)(1“9(7‘*)), (4.2)

where

2\ 17 D(1—2i5) T(1+12 +ix)
_(1 2 2
Ale) =(5(eb)e ) T(1+2ix)  ix

X (gue%e*“‘—l—gglef%ie””) ) (43)

i\ D(1—2i2) T(1— 2 +is5)
lich 2
2(b)e ) T(1+2ix)  ix

X (gueTrTi e*’”‘+ggze*ﬂfie””) ) (4.4)

If, in addition, we assume that the Stokes multipliers corresponding to u(7)
and ¢(7) satisfy the condition s§°s7° # 0, then A(3¢)A(—3)B(5)B(—) #
0; under this assumption, equation (4.1) can be rewritten as

U(T) = Uas(7) (1 4+ O(7°)) = tas(r) + O (717, (4.5)

where u45(7) can be presented in the following form:

ra
The 2

Uqs(T) = i \/A(%)A(—%) \/B(%)B(—%) cosh(z4 (7)) cosh(zs(7)),
(4.6)
with
=2ixInT ln Al) zp(7):=2ixlnT 4+ - In B(x)
24(7T):="2ix1 +51 (A(_ )>, 5(7):=2ixInT + 1(3(_%)),
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Equations (4.6) and (4.7) imply that there are two sequences of zeros of

Uqs(T) accumulating at the origin:

. ™ w1 C(»)

m,e = —ert—+—1 , C e {A,B}, 4.8

Tm,c exp< 2|%|+4%+4% n(C(—%))) €d } (48)

where the branches of the In-functions can be fixed arbitrarily, and m € N.
Define discs D,y ¢ of radius Ry,.c = Ro|Tm.c| 7%, Ry > 0, 0 < §q < 6,

centred at T, . If 65 < 0, then Ry can be taken equal to 1, and if 64 = 9,

then Ry is the same as the constant? in the estimate of the function (9(7"5)

in equation (4.1).

Proposition 4.1. For large enough mi,my € N, the discs Dy, ¢, and
Dy .c, do not intersect.

Proof. For large enough m; and msy, the distance between the centres

of the discs is of the order O(|Tm,c,|), where m := min{mi, mo}, while
Ry, + Rimgey = O(|Tim,e, |7797). O

Consider the sector S := {r € C: |arg(r)| < ¢o < 7}, and define the
complement of the open discs in this sector, S := S\ U Int Dy, c.

meN,ce{A,B}
Theorem 4.1. Let (u(7), (7)) be a solution of the system (1.1), (1.7)

corresponding to the monodromy data (a, 58, $3°, $5°, 911, 912, 921, g2z ). Sup-
pose that °

|Im(a)] <1,  Re(sy) =0, Im(sy) >2,  ss°#0,  (4.9)
and » € R\ {0} is a solution of the equation s} = 2icosh(2ms)."1 Then,
the asymptotics of the functions u(t) and o(7) as T — 0 and 7 € Int S are
given by equations (4.1) and (4.2), respectively.
Proof. The functions u.s(7) and e¥+(7) are non-vanishing holomorphic
functions in Int S.!? They define the functions A(7), B(7), C(7), and D(7)
(cf. Appendix A of this paper and [16]) which satisfy all the conditions used
in the derivation of the asymptotics presented in [16] in Int S. The functions
u(7) and ¢?(7) are meromorphic functions in Int S as a consequence of the

9The constant depends on the monodromy data.

10 Note that the restriction 55°57° # 0 in the conditions (4.9) is equivalent to (cf.
equation (1.2)) s$ # 2icosh(ra).

L1 The sign of » can be chosen arbitrarily because of the 3 — —3 symmetry of the
asymptotics (4.1) and (4.2).

12 The function ¢as(7) is defined as the leading term of the asymptotics (4.2).
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Painlevé property. Thus, one can use the justification scheme presented
in [15], which proves the asymptotic expansion (4.5) and the analogous
relation for €'¥(7); in particular, the functions u(7) and ¢!#(7) have neither
zeros nor poles in Int S. ([

Lemma 4.1. If u(r) is the solution of equation (1.1) that corresponds to
the monodromy data satisfying the restrictions (4.9), then, for all large
enough m € N, the discs Dy, o do not contain poles of the function u(r).

Proof. For € = 1, the Laurent expansion of the function u(7) in a neigh-
bourhood of a pole 7, # 0 reads:

Tp Uo
u U U_o=——, ug€eC, uy=——
(1)= T — 1) +E ko ( ) U2 q0 W& 1 —
(4.10)
2abt, — 247'pu0 +9ug 4(2abr, —547,ud +9uo)
U = ) , Us=— 3 )
107'p 457'p

The coefficients ug, k > 4, can be uniquely determined in terms of ug and
Tp. To introduce the parameter € = %1 into the expansion (4.10), one can
make the following substitutions in the formulae for the coefficients wg:

b — eb, up — euy for all k = —2,0,1,2,..., and take into account that
2
e“=1.

The proof is by contradiction. Assume that w(7) has n > 1 poles,
Tpis-+sTpn, i Dy c; then, the following integral can be evaluated ex-

plicitly via the Residue Theorem:

% 75 T(u(r) = tas(r

aDwn,C

zn: (4.11)

k=1

plkll—'

The absolute value of the sum of poles on the right-hand side of equa-
tion (4.11) can be estimated from below with the help of the triangle
inequality:

1 n
- Z Z Tpk
k=1

n

1| S -
—Z ot T = Tme| 27 D (Fmel =7~ Tmcl)
k= k=1 (4.12)

(Pl = Bme) = & [Fmel (1= Rolfmel™).

—_

n
4
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Now, we evaluate the integral on the left-hand side of equation (4.11) from
above:

1 1
_— _ < _
o P T~ wan(n)dr| <o Irllu(r) — ()] ]
BDm,c aDm,C
< Rone (Tl Bon.c) [ O ([T + Bone) 54 [ =[O (o c[2)].

(4.13)

Combining inequalities (4.12) and (4.13) and dividing both sides by |7o, ¢l
we get

g(l ~ Ro [m.cl™) < ‘o(m,cﬁ*%d) ‘ (4.14)

Letting m — o0, i.e., Ty, — 0, we arrive at the conclusion that n = 0. O

Corollary 4.1. For any solution u(r) corresponding to the monodromy
data specified in Theorem 4.1, there exists a pole-free small enough cut
neighbourhood of the origin, i.e., there exists € > 0 such that for all T € C
with |arg 7| < 7w and 0 < |7| < € the function u(7) has no poles.

Proof. Follows from Theorem 4.1 and Lemma 4.1. O

Theorem 4.2. If u(7) is the solution of equation (1.1) that corresponds
to the monodromy data satisfying the restrictions (4.9), then, for all large
enough m € N, the discs Dy, contain one and only one zero of the func-
tion u(T).

Proof. This is a consequence of the fact that the function u.s(7) has, by
construction, only one zero located at the centre of D,, . and Rouché’s
Theorem, which should be applied to the right-hand side of equation (4.5)
where the function O(T1+6) is holomorphic in D,, . (as the difference of
two holomorphic functions), and the condition |uqs(7)] > |O(7'1%)] is
guaranteed for all large enough m by a proper choice of the radius, R, ¢,
of the disc: one either has to take d4 < J, or, for a sharper estimate, take
04 = ¢ and increase, if necessary, the parameter Ry. O

Theorem 4.2 can also be reformulated as follows.

Corollary 4.2. Assume that a solution u(T) of equation (1.1) corresponds
to the monodromy data specified in Theorem 4.1. Then, there exists a small
enough cut neighbourhood of the origin (i.e., there exists € > 0 such that
for all 7 € C with |arg 7| < 7 and 0 < |7| < €) where all zeros, Tm ¢, of
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the function u(T) can be approzimated by the corresponding zeros, Tm,.c, of
the leading term of its asymptotics uqs(T):

)

Tme = Tme (1 +0 (67%)) : (4.15)

m—r oo

where T, e are defined in equation (4.8).

Proposition 4.2. Let the function ¢(T) be a solution of equation (1.7)
corresponding to the monodromy data specified in Theorem 4.1. Then, in
a small enough cut neighbourhood of the origin, all zeros of the function
(") are located at Tm,s and all poles are located at Tp,, 4.

Proof. As follows from equation (1.7), the zeros and poles of ¢?(7) are
located at the zeros of u(7). The asymptotic formulae (4.1) and (4.2) make
explicit which zeros of u(7) define the zeros and poles of el#(7). O

In case the last condition in (4.9) is not valid, i.e., one of the Stokes
multipliers at the point at infinity vanishes, there are also sequences of
zeros of the function wu(7) accumulating at the origin. The asymptotic
formulae (4.1) and (4.2) for these cases remain valid, and therefore their
analysis does not require any new ideas; nevertheless, these asymptotics
can be simplified and presented in a slightly different form: this is done
below.

Theorem 4.3. Assume that a solution (u(T), (7)) of the system (1.1),
(1.7) corresponds to the monodromy data

a=—2x% »x€cR\{0}, 577,921 € C\ {0},

s5° =0, sy = 2icosh(27), (4.16)
2 27 H 3 000 2 —2mx ’
o 2ma _ 57°951€ —1 _1s77g5 te ,
gL = gne s, g2 = 2g21 sinh(2ms¢) 912 2g21 sinh(2ms2)
then A(sx) = 0. The functions u(t) and ¢*(") have only one sequence

of zeros, Tm.z, m € N, accumulating at the origin with asymptotic be-
haviour (4.15) for C = B.

The asymptotics of the functions u(t) and ¢(t) are given by equa-
tions (4.1) and (4.2), respectively, with A(») =0 and T — 0 in the sector
§B =8\ UNInt Dy, 5; these asymptotic formulae coincide with those in

me
Corollary 2.1 (cf. equations (2.19) and (2.20) for a = —2).
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Theorem 4.4. Assume that a solution (u(T),¢(T)) of the system (1.1),
(1.7) corresponds to the monodromy data

a=2x »x€cR\{0},
s3%, 912 € C\ {0}, s7°=0, 58 = 2icosh(27),

] _ 80092 e—27r% —i iSOOg2 e—47r% + e27r%
g2 = —igi2e 2™, g1 = 2012.—7 go = ——2 2 ;
g12 sinh (27 ) 2g12 sinh(2ms¢)
(4.17)

then B(s) = 0. The function u(t) (resp. €°(7)) has only one sequence of
zeros (resp. poles), Tm. 4, m € N, accumulating at the origin with asymp-
totic behaviour (4.15) for C = A.

The asymptotics of the functions u(t) and ¢(r) are given by equa-
tions (4.1) and (4.2), respectively, with B(sc) =0 and 7 — 0 in the sector

Si:=8\ UNInt Dy, 45 these asymptotic formulae coincide with those in
me

Corollary 2.1 (cf. equations (2.22) and (2.23) for a = 2x).

APPENDIX §A. REVISED DERIVATION FOR THE SMALL-T
ASYMPTOTICS OF ISOMONODROMY
DEFORMATIONS IN [16]

As pointed out in Section 7 of [18], there is an inconsistency in the
definition of the canonical asymptotics at the point at infinity: the pur-
pose of this appendix is to address this matter, and to discuss some of its
implications for the functions A(7), B(7), C(7), and D(7) satisfying the
system of isomonodromy deformations (5) on p. 1167 of [16] and defining
the functions u(7) and ¢(7). Although the small-7 asymptotics for u(r)
stated in Theorems 3.4 and 3.5 of [16] are not impacted by the changes
to A(t), B(r), C(7), and D(7) discussed below, the small-7 asymptotics
of ¢(7) presented in this paper, however, are affected by the multiplica-
tive factor 7' (this also justifies the small-7 asymptotics for ¢(7) given in
Theorem B.1 of [21]).

Recall that the original matrix linear ODE system for the SL(2,C)-
valued function ®(\,7):= ®(\), whose compatibility condition gives rise
to the isomonodromy deformations (5) on p. 1167 of [16], was given in
Proposition 1.1, equation (4) of [16]. The starting point of the Isomon-
odromy Deformation Method is the definition of the monodromy data for
the first equation of the 2 x 2 matrix linear ODE system (4) in Proposi-
tion 1.1 of [16]. To this end, one studies the fundamental solutions of this
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matrix differential equation under special normalisation conditions at the
singular points 0 and co (the canonical solutions). The normalisation con-
dition of the canonical solutions at the point at infinity requires a minor
correction; this correction affects the formulation of Propositions 5.1 and
5.2 in [16]: for the convenience of the reader, amended versions of these
propositions, including proofs, are given below.

As shown in Section 5 of [16], for the asymptotic analysis of the fun-
damental solution(s) in the neighbourhood of the point at infinity, it is
convenient to present the first equation of the 2 x 2 matrix linear ODE
system (4) as

0

SO = U N +Vo(N)(N), (A1)

where

- . ia 1 0 C(r)
Z/{O()\) —T(—103—m0’3—x([)(ﬁr) 0 ) 5

Vo(A) = ir (,/—A(T)B(T) A(r) ) ,

Yy B(r)  —+/—A(m)B(r)

(A.2)

whilst for the asymptotic analysis of the fundamental solution(s) in the
neighbourhood of the origin, it is suitable to present the first equation of
the 2 x 2 matrix linear ODE system (4) in the form

0

5‘1’()\) = (170(/\)4'\70()\))‘1)(/\)7 (A.3)
where
T (e 100 omY, 1 (VADBD  A@
MO(’\)_T( 27 /\(D(T) 0 )+2/\2 B(r)  —/~AMB() ) )’

Vo(A) =—iTos.
(A4)
Consider the system (A.1l), wherein the inaccuracy related to the point
at infinity occurs.!® To study the asymptotic representation of equation
(A.1) as 7—= 0% and A— oo (arg A=0), the following “model problem” for
the SL(2,C)-valued parametrix W(\) was considered in Proposition 5.1,

B3 The gauge of system (A.l) was changed, but the corresponding changes in the
normalisation of the canonical asymptotics were not done. In this appendix, this incon-
sistency is corrected.
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equation (111) of [16]:

0

OA
Its fundamental solution in terms of the Whittaker function [12], W, ., (2),
presented in Proposition 5.1, equation (112) of [16], contains an incor-
rectly typed factor; more precisely, the right-most term exp(ia In(v/27)03)
in equation (112) must be changed to exp(iaIn(v/27)03).!* As a result of
this correction, one arrives at asymptotics at the point at infinity that are

self-consistent with those of the canonical solution discussed in Section 7
of [18]. An amended version of Proposition 5.1 of [16] is now presented.'®

W) =Ug (AW (N). (A.5)

Proposition A.1 ( [16], Proposition 5.1). Let W (\) € SL(2, C) solve equa-
tion (A.5). A fundamental solution of equation (A.5) is given by

e Tt W, S(20TN) AW H(=2iTA) \
W\ = e . ] —*%1.p : e1aln(\/§7-)a37 A6
( V2T A (5W%11,;(217)\) 1W(%11),;(—217A)> (A.6)

where

-~

sy =3 (1—ia), P2 :=76—a>/4, y=71C(1), 0=7D(7); (A.T)
MOTeEOVET,
_ 1 (76 -5 1 (L30(36—(1+ia))  F(F—(1—ia))
W T (” BTSN ( 5 —%‘) BCTISNE <225‘(a25‘—(1+ia)) ;QS@S—u—ia)))

arg A=0

+of L (A0FI-(1+ia)(Fo-2(2+ia))  FFI—(1-ia))(76~2(2~ia))
(TA)3 \ 6(F0—(14ia))(F6—2(2+ia))  F6(F0—(1—ia))(F0—2(2—ia))

x 071(7')\4»% IIlA)O'gTi?ao'g. (A8)

As a consequence of the correction above, the 7 — 0T conditions on
the functions A(7), B(7), C(7), and D(r) stated in Proposition 5.2 of [16]
require modification:'® this is the gist of the following proposition.

Mone consequence of this modification is that the right-most factor in the large-A
asymptotic expansion of W () given in Proposition 5.1, equation (114) of [16] must be
changed to exp(—i(7A+ 35 In(1/X))o3).

15In contrast to the large-A asymptotic expansion for ‘W (A) given in Proposition
5.1, equation (114) of [16], higher-order terms are retained in the A — oo (arg A = 0)
asymptotic expansion of W () presented here.

6The conditions (115) in Proposition 5.2 of [16] require modification, whilst the
condition (116) remains unchanged, and is therefore not mentioned in Proposition A.2.
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Proposition A.2 ([16], Proposition 5.2). For e¢; >0, the parameters of
equation (A.1) satisfy the following conditions:

I <1, p = 0OQ), 72079y = O(t%),

I@l<l, 75, 00, WA 5 00,

r2AHI By = O(rY), 7C(r) = O(r%?), 7D(7) :+(’)(T_2i“).

=0+ T—0+ T—0

A.9)

Proof. Let W(\) € SL(2, C) be the fundamental solution of equation (A.5)
stated in Proposition A.1. Let ®(\):=W (A)C()) be a solution of equation
(A.1);'7 substituting this representation for ®(\) € SL(2,C) into equation
(A.1), it follows that C(A\)€SL(2,C) solves the ODE system

0 _
C=(WH) VoMW (ACN). (A.10)
One shows that the normalised solution of equation (A.10), that is, the
one for which C(+o00) =1, is given by

C(N) =1+ i (N, (A.11)
where
A
Con(N) = / (W) Vo ©OW(©)Cnr(€)de, meN,  (A12)
—+o0

with Co(*)=1; thus, there exists a fundamental solution ®(\) of equation
(A.1) with representation

DN =W()) <1+ i Cm(/\)> . (A.13)
m=1

For the purposes of this proof, it suffices to study the A — oo (arg A =0)
behaviour of only C1()). Let z:=7X; then, with C;(2):=C1(z/7), it follows
that

z

Cu)= [ LW (W (A1)

—+o0

TFor simplicity of notation, the 7-dependence of C(\) has been suppressed.
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Via equations (A.2) and the A — oo (arg A = 0) asymptotics for W(X) €
SL(2,C) given in equation (A.8), one shows that

LW (e/r) V(e TIW e/ )

_ ei(f-{-%lnﬁ)UgT—iaag ﬁ —A(7)B(7) A(T)
2¢2 B(r)  —/—AMBX)

£—o00
arg £=0

L AMSHB(rA  —23(/—AM B +A(T)?)
43 \ 28(B(rA—/~AMB[)  —(AM)S+B())

Lol < TAMBM Al )(tm mz)
& B(r)  —+/-A(m)B(r) ) \tog 1oy
+< 0y —mg) ( “A(M)B(7) A(T) >

—lg 1oy B(7) -/ —A(T)B(7)

. _ig oA —AMB(r) A1) (15 —i)
-5 76 B(r)  —/=AMBm )\ § -7
x e (€5 InEosriaos (A 15)

where

135(70 — (1+ia)), w2:=%(30 — (1—ia)),

w3:=06(76— (1+ia)), w0y :=170(50— (1—ia)).

Evaluate, now, the leading-order, O(¢72), and the next-to-leading-order,
O(£73), terms. From equation (A.14) and the asymptotic expansion (A.15),
one writes

Ci(z) = Cl)+Cl@E)+ -, (A.16)
where
() — (CINn ([Cl(n2
Cl“‘(<ci<z>>21 —<cI<z>>u>’ (A17)
() — (CiNn (CH()he
Cl()‘<<c%<z>>21 —<c%<z>>u>’ (A.18)
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with

2z ’
t
(A.19)
(C1(2)133= %TQ(l_ia)A(T) im / Hegie2ae | (A.20)
t
(5’1(2))21:2 %TQ(Hia)B(T) Jm /efziféwia*2 d¢ |, (A.21)
t
and
(CHENTE TZ (A(T)3+B(T)§) Jim </€3> 7 (A(T)B(S;B(Tﬁ) 7
t (A.22)
(5‘5(2))12::—%%2“”“)( —A(T)B(T)+A(T)S) Jim ( /e%gi“dg) ,
t (A.23)
(Ci()21 = 33720 (Br)3 -/~ AMB(M) lim ( [emeg df) .
t (A.24)

Via the well-known integral inequality |[ fdz| < [|f]|dz|, one shows,
after a straightforward integration argument, that the improper integrals
appearing in equations (A.20) and (A.21) converge for Im(a)+1 >0 and
Im(a)—1<0, respectively; therefore, the parameter of formal monodromy,
a, must satisfy the inequality |Im(a)| <1 (cf. conditions (A.9)). Without
loss of generality, consider, say, the integral appearing in equation (A.20):

z

Tig:= / eHisgia=2 qe¢, (A.25)

t
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From Euler’s formula and the integrals 2.632 (2. and 4.) and 3.761 (2.
and 7.) on pp. 226 and 458, respectively, of [12], one shows that

11222_“1ei”“1/2(1"(u1,2e_i”/2t)—1"(u1,26_”/22)), w1 :=ia—1, (A.26)

where T'(«, z) is the complementary incomplete gamma function. From
equation 6.5.3 on p. 260 of [1] relating I'(«, z) and the incomplete gamma
function, v(«, z), that is, I'(«, 2) =T'(a)—7y(«, 2), where T'(x) is the gamma
function, and equation 6.5.12 on p. 262 of [1] relating ~y(*, z) and the
confluent hypergeometric function, M(a, b, 2),*® that is,

(o, 2)=a  2*M(a, 1+a, —2),

one shows that equation (A.26) can be presented in the form
1 ) .
Tip=— (ZMM(/M, 1+ i1, 27/22) — M Mg, 1+ g, 2e”f/2t)) . (A27)
M1
thus, via equation (A.20), it follows that

~ i —ia im
(Gl =g, AW (Z“lel,um,ze /2)

t— o0

— lim "M (py, 141, 2ei”/2t)>. (A.28)
Using, now, the large-z asymptotic expansion for M(a, b, z) given in equa-
tion 13.5.1 on p. 508 of [1], that is,

Mabz) _ 2ot (S @alltabhy o0 n
Zafbez

S—1
T T (Zwﬂ?(lﬂs)), (R,S)eN x N,
n=0

nlzn

n=0

where the upper (resp., lower) sign is taken if —7/2 <argz<37/2 (resp.,
—37/2 < argz < —m/2), and (), is the Pochhammer symbol, namely,
(@)o=1 and (a)p=a(a+1)(a+2) - (a+n—1)=T(a+n)/I'(a), n€N, one
shows that

Mle—ﬂ'i/Q e2ityia

) (2—i
tulM(M1,1+M1,2em/2t) _ (1_1( 1a)

2t

t——+oo 2 12

o)
(A.29)

18Note: M(a, b, z) is also denoted as 1Fo(a;b; 2).
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thus, via the inequality |Im(a)| <1, the Squeeze Lemma, and the inequality
t=3 <t~ (+Im(a)) <=1 it follows that

lim  t* M (1, 14 g1, 2€™/2) =0,

t—+o0
whence
~ 1 Cia Zia62iz i(2—ia B
(C1(=),, = 70 AMN—; (1— ( = ) 1o 2)). (A.30)

Analogously, one shows that (cf. equation (A.21)), with ps:=—ia—1,

i

(CN’I(z))ﬂ - 2_;127—2(1+m)B(7')Z#2M(U2a L4 puz, 207 ™/22)
1 p1tia) poy s 29722 (1 i(2+4ia) B
= —- 'Y B 1 O ; (A31
= s T (o)

thus (cf. equations (A.17), (A.19), (A.30), and (A.31)),

~ioy A2/ —A(7)B(r)
Ci(z) =

ety 2z 03
ia 2iz : :
2(1—ia ze i(2—ia) —2
+ 72(-19) 4 (7) o7 (1— 5 +0(z7%) oy
—ia—2iz : :
2(1+ia z e i(2+ia) —2
— 2+ B(7) 7 <1+ P +0(z79) Jo—, (A.32)

where oy =(J}) and o_=(99).

Consider, now, the expression for C¥(z) given in equation (A.18) (cf.
equations (A.22), (A.23), and (A.24)). Proceeding as delineated above, one
shows that, with ps:=ia—2,

(Cl== _%%Q(Ha) (V=AM B +A(T)5) 2 M(ua, 14413, 2¢™/%2)
3
ia 2iz

= #PC (VEAMBIO+AMR) S5 (1—1(32_;“)+0(z*2)>7

(A.33)
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and, with py4:=—ia—2,

~ 1 i ~ —mi
(Ol =5 57 (B~ V=AM B() )" M, s, 267 722)

— g2t (B(T)?—\/W) Zfiiz;ziz (1_’_1(1%3;111)_~_O(Z,2)>7

(A.34)

arg 2=0

thus,

_T2(A(1)§+B(r))

Cle) = 2

z— 00
arg z=0

03

+ir20705 (AR B + A) o (140G )o

—ia,—2iz

—ir 05 (EAMBE) - BrR) o (140G (A39)

Hence, via equations (A.16), (A.32), and (A.35), one arrives at

6’1(2) = —72——2<i\/—A(T)B(T)+4—1Z(A(T)S—E-B(Tﬁ))ag

z—>00
arg 2=0

2(1—ia) ,2iz,ia (3
+1 S <A(T)<1—1(2221a)+(9(z_2)>

4 22

+A(VAMBE +AMB) L (1+0() >U+

2(14+ia) ,—2iz ,—ia : :
T e %7z (B(T) <1+1(2;—216L)+O(Z2))

4 22
—Hg(\/ —A(T)B(1)—B(7)7) é (1+0(z71)) >U+' <. (A.36)

Since the sought-after class of functions is the one for which the 7-depen-
dent coefficients in the asymptotic expansion (A.36) tend to zero as 7 — 07,
one must impose certain conditions on A(r), B(r), C(r), D(r), 7, and 6
in particular, from the off-diagonal elements of the expansion (A.36), one
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demands that, for [Im(a)] <1 and some €; >0,

P00 A(r) = 0(9), PUHOBr) = O,

T—0t T—0t

7:=7C(r) = 0O(r%), §:=7D(r) = O(r~29),

70t —0t

hence, one arrives at the conditions (A.9). O

The modifications of Propositions A.1 and A.2 given in this appendix
suggest the following changes to the connection matrix, G, and tkle isomon-
odromy deformations A(r), B(r), C(7), D(1), ¥:=7C(7), and 6 :=7D(7):

G—Greos,
(A(r), B(r),C(7), D(7),7,0) (A.37)
— (A(T)Tiia, B(T)Tia, C T)Tfia, D(T)Tia, Frie STia).

The transformations (A.37) imply, in particular, that in Lemmata 5.1 and
5.2 of [16], and on the left-hand sides of the 7— 07 asymptotic expansions
given in Propositions 5.5 and 5.7 of [16],!° the “symbols” A, B, C, D, 7,
and 6 must be replaced by Ar~ie, Brie COr~ie Drle r7ie and sria,
respectively.

9Since the product ’»;3 remains invariant with respect to this transformation, it
follows from equations (A.7) that, for either choice of the branch of the square root
function, p, too, is invariant; consequently, Proposition 5.6 of [16] remains unchanged.
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APPENDIX §B. NUMERICAL VISUALISATION OF THE
CONNECTION FORMULAE FOR THE SMALL-T
LOGARITHMIC ASYMPTOTICS: a = 0

In [21], we studied, both analytically and numerically, a special alge-
broid solution of the DP3E for a = 0. In this appendix, we verify nu-
merically the connection results for asymptotics of solutions of the DP3E
for a = 0 possessing logarithmic behaviour as 7 — 0 (cf. Corollary 3.1).
Since such solutions are specified in terms of the monodromy data, the
simplest scheme for the calculations is as follows: (i) choosing monodromy
data that satisfy the conditions specified in Corollary 3.1, we compute the
corresponding asymptotics of the functions u(7) and ¢(7) by means of the
formulae given in the said corollary; (ii) using these asymptotics, we then
calculate the initial data for the corresponding solutions at some small
enough initial point 79 and numerically continue the solutions to large
enough values of 7; and (iii) these numerical solutions are compared with
their large-7 asymptotics constructed with the help of the above-mentioned
monodromy data according to the formulae given in Appendix C of [21].

An often occurring problem with this method is that, in order to get
a better approximation for the solution via its asymptotics, one has to
approach the singular points 0 and oo (the closer the approach, the better
the approximation); but, on the other hand, the accuracy of the numerical
calculations near the singular points becomes progressively worse. Nev-
ertheless, for all the solutions we have studied thus far, there is a fairly
large interval in the neighbourhoods of the singular points wherein the
numerics continue to function with a good enough accuracy and for which
the corresponding asymptotics provide a good enough approximation for
the solutions to yield a reliable—for our purposes—result. In this context,
what does “good enough” mean? An essential component of the method-
ology we’ve employed in our previous studies (see, for example, [21]) is to
choose an initial point 9 that is close enough to 7 = 0, which, in most (but
not all!) cases, is 79 = 1076 (a reasonable placement for this point), and
construct the corresponding numerical solution; then, we redo the calcu-
lation with 7o = 10712, and compare the plots of the numerical solutions
obtained: in the event that the plots are visually indistinguishable, we
consider this plot as a “good enough” approximation for the solution cor-
responding to the chosen monodromy data. For the examples considered
in this appendix, we varied the initial point 7y from 1073 to 107® and
observed that the plots of the solutions remain stable; but, for 7o = 10799,
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the numerical procedure failed. In some cases, mainly those related to some
very special solutions, one needs to investigate further the proper choice(s)
for the placement of the initial point 7y (some examples are given in [22]).

We can not simultaneously visualise in one figure the neighbourhoods
of the origin and the point at infinity, where the asymptotics we study are
compared with the numerical solution, because one neighbourhood is cen-
tred at the origin, with an approximately O(1) radius as 7 — 0, and the
other, analogous neighbourhood is centred at the point at infinity, extend-
ing to O(1) values. The first neighbourhood is too small for observing the
behaviour of the solutions; therefore, theoretically, we have two options:
(1) the one described above; or (2) to take initial values in some proper
neighbourhood of 7 = oo and plot the solution and its small-7 asymp-
totics after making the transformation 7 — 1/7, namely, to interchange
the roles of the singular points 7 = 0 and 7 = oo. This plot would reflect
the behaviour of the original solution in the “blown-up neighbourhood” of
7 = 0, whilst the behaviour at the point at infinity would be hidden. In
this appendix, we decided to keep the original variables, that is, we chose
option (1).

We now turn to the description of the calculations presented below. The
coeflicients of the DP3E used for all the calculations in this appendix are
chosen as follows:

a =0, b =0.02, e=1. (B.1)

These calculations are done with the help of MAPLE, using its standard
programs for solving ODEs and plotting the corresponding results; in par-
ticular, both the absolute and relative errors in the dsolve procedure were
set to 10712, We checked the stability of our calculations with respect to
both the MAPLE parameter Digits and the value of 7y; the parameter
Digits was successively set to the values 10, 80, and 160, with the vari-
ation for 7y discussed above. The first 10 digits for all the calculations
coincided, so that, visually, the final pictures were virtually identical.?"

20 It is a matter of interest to compare the times required for these calculations. Our
notebook computer, equipped with a 12th Gen Intel(R) Core(TM) i7-12700H processor,
computed the results presented in Figs. 1-4 in roughly 0.3 seconds for the 10-digit
calculation, 39 seconds for the 80-digit calculation, and 47 seconds for the 160-digit
calculation.
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For the calculation of the initial data of the solution presented in Figs. 1-
4, we used equations (3.19)—(3.21), where we set

c1 = 2—1 and g1 = 2. (B2)

As aresult, we obtained the following initial data for the numerical solution
at g = 10~12;

u(7y) = —1.570796327 ... x 10~ —16.441875074 ... x 10713,

’ . (B.S)
u'(19) = —0.01570796327 ... —10.6241875074 . . .,

o(70) = 6.258805991 ... —10.941530528 . . .. (B.4)

The digits that are displayed explicitly in equations (B.3) and (B.4) rep-
resent the initial values that are actually used in the 10-digit calculations.
We draw the reader’s attention to the fact that we plot the mole function
o(7) which is defined modulo 27r. Our definition of the function ¢(7) sug-
gests that we substitute e™ in lieu of the minus sign on the right-hand
side of equation (3.21) and then apply the formal In-operation to the both
sides of the resulting equation.

The large-7 asymptotic formulae for the functions u(7) and ¢(7) plotted
in Figs. 1-4 are constructed with the help of Theorem C.1 in Appendix
C of [21] by using the monodromy data (3.19) with ¢; and go1 given in
equations (B.2). Taking into consideration that the large-7 asymptotics
for the function ¢(7) is defined up to 2wk, for some k € Z (cf. Remark
C.4 in [21]), the value of k in Fig. 3, which is determined by comparing
numerical plots, is equal to +1.

The initial data for the solution presented in Figs. 5-8 are obtained
with the help of equations (3.22)—(3.24) for the following values of the
parameters,

Coy = 1 + 21 and giz2 = 2. (B5)

Via the asymptotics (3.23) and (3.24), we calculate the initial data at the
point 7o = 10712
u(7o) = 1.570796326 . .. x 10~ 4-15.499397276... x 10~ 3,

: . (B.6)
u'(19) = 0.01570796326 . .. +10.5299397276 . . .,

o(70) = 0.02855529941 . .. +10.7834599236 . . .. (B.7)

In equations (B.6) and (B.7), the digits that are explicitly shown define
the initial data that are used in the 10-digit calculations. In this case, we
define the mole function (1) by substituting e~ in lieu of the minus sign
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Figure 1. The brown (higher extrema) and black plots
are, respectively, the real parts of the numeric and large-7
asymptotic values of the function u(r) for 7 > 0.1 cor-
responding to the initial values defined by the small-7
asymptotics (3.20) for ¢; =2 — 1.

0.10
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m () o 1 15 b O 240 0 50

—0.05
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Figure 2. The brown (lower extrema) and blue plots are,
respectively, the imaginary parts of the numeric and large-
7 asymptotic values of the function u(7) for 7 > 0.1 cor-
responding to the initial values defined by the small-7
asymptotics (3.20) for ¢; =2 —i.
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Figure 3. The brown and black plots (virtually coinci-
dent) are, respectively, the real parts of the numeric and
large-7 asymptotic values of the function ¢(7) for 7 > 0.1
corresponding to the initial values defined by the small-7
asymptotics (3.21) for ¢; =2 — 1.

Im p(T)

50 100 150 200 250 300 350

— 0.5 -

Figure 4. The brown (lower extrema) and blue plots are,
respectively, the imaginary parts of the numeric and large-
7 asymptotic values of the function ¢(7) for 7 > 0.1 cor-
responding to the initial values defined by the small-7
asymptotics (3.21) for ¢; =2 — i
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on the right-hand side of equation (3.24) and then applying the formal In-
operation to both sides of the resulting equation. The large-7 asymptotics
in Figs. 5-8 are obtained, once again, using the formulae stated in Theorem
C.1 of [21] with winding parameter k£ = 0 for the function ¢(7).

Re u(T)

5’0 l(’)O 15'0 2(’)0 25’0 3(')0 35’0

Figure 5. The brown and black plots (virtually coinci-
dent) are, respectively, the real parts of the numeric and
large-7 asymptotic values of the function u(7) for 7 > 0.1
corresponding to the initial values defined by the small-7
asymptotics (3.23) for co = 1 + 2i.

By varying the values of the parameters c¢; and cg, one can obtain
more interesting large-7 behaviours (cf. Theorems C.2-C.4 in [21]) of the
solutions that are studied in this appendix. Our numerical experiments de-
scribed at the beginning of this appendix demonstrate that the solutions
are calculated with an error that does not exceed 10712, so that the dis-
crepancy between the numerics and the asymptotics visible in Figs. 1-8 is
related to the accuracy of the approximation of the solution by the leading
term of its large-T asymptotics. As delineated in our work [21], the conver-
gence of the leading term of the large-7 asymptotics to the corresponding
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Figure 6. The brown (lower extrema) and blue plots are,
respectively, the imaginary parts of the numeric and large-
7 asymptotic values of the function u(7) for 7 > 0.1 cor-
responding to the initial values defined by the small-7
asymptotics (3.23) for co = 1 + 2i.
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Figure 7. The brown and black plots (virtually coinci-
dent) are, respectively, the real parts of the numeric and
large-7 asymptotic values of the function ¢(7) for 7 > 0.1
corresponding to the initial values defined by the small-7
asymptotics (3.24) for co = 1 + 2i.
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Figure 8. The brown (slightly lower extrema) and blue
plots are, respectively, the imaginary parts of the numeric
and large-T asymptotic values of the function o(7) for
7 > 0.1 corresponding to the initial values defined by the
small-7 asymptotics (3.24) for co = 1 + 2i.

numerical solution is very slow. In most, but not all, cases, this approxi-
mation can be improved with the help of the correction terms which are
given in Appendix C of [21].
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