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Abstract. In this work we consider open SL(2,R) spin chain,
mainly the simplest case of one particle. Eigenfunctions of the model
can be constructed using the so-called reflection operator. We obtain
several representations of this operator and show its relation to the
hypergeometric function. Besides, we prove orthogonality and com-
pleteness of one-particle eigenfunctions and connect them to the in-
dex hypergeometric transform. Finally, we briefly state the formula
for the eigenfunctions in many-particle case.

1. Introduction

1.1. Open spin chain. In this paper we consider quantum integrable
model called open SL(2,R) spin chain. To define this model we follow
Sklyanin’s approach [17]. The basic building block is the Lax matrix

L(u) =

(
u+ S S−
S+ u− S

)
, (1.1)

where S, S± are generators of the group SL(2,R) satisfying commutation
relations

[S+, S−] = 2S, [S, S±] = ±S±.
For any representation of SL(2,R) this Lax matrix solves the Yang–Baxter
equation

R(u− v)
(
L(u)⊗ 1

) (
1⊗ L(v)

)
=
(
1⊗ L(v)

) (
L(u)⊗ 1

)
R(u− v) (1.2)

Key words and phrases: open spin chain, reflection equation, hypergeometric
function.
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with the Yang’s R-matrix acting in C2 ⊗ C2

R(u) =


u+ 1 0 0 0

0 u 1 0
0 1 u 0
0 0 0 u+ 1

 . (1.3)

In what follows we consider representation such that the generators are
realized by differential operators

S = z∂z + s, S− = −∂z, S+ = z2∂z + 2sz

acting on functions ψ(z) analytic in the upper half-plane Im z > 0. The
generators are anti-hermitian

S† = −S, S†− = −S−, S†+ = −S+

with respect to the scalar product

〈χ|ψ〉 =

∫
Dz χ(z)ψ(z), (1.4)

where the integration is performed over upper half-plane Im z > 0 and the
measure is defined by the formula

Dz =
2s− 1

π
(2 Im z)2s−2 dRe z d Im z. (1.5)

For the spin parameter s we assume

s >
1

2
.

The generators with integer or half-integer spin correspond to discrete
series of unitary irreducible representations of the group SL(2,R) [11,
Chap. VII].

Lax matrix (1.1) contains two parameters u and s. In what follows we
also use equivalent parametrization

L(u) ≡ L(u+ s− 1, u− s),
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where parameters u1 = u + s − 1, u2 = u − s appear in a natural way in
factorized expression

L(u1, u2) =

(
1 0
z 1

)(
u1 −∂z
0 u2

)(
1 0
−z 1

)

=

(
u1 + 1 + z∂z −∂z

z2∂z + (u1 − u2 + 1)z u2 − z∂z

)
. (1.6)

The second basic building block of the model is the K-matrix

K(u) =

(
iα u− 1

2

−β2
(
u− 1

2

)
iα

)
, (1.7)

which contains two additional parameters α, β. The matrix K(u) satisfies
the reflection equation [4, 17, 14]

R(u− v)
(
K(u)⊗ 1

)
R(u+ v − 1)

(
1⊗K(v)

)
=
(
1⊗K(v)

)
R(u+ v − 1)

(
K(u)⊗ 1

)
R(u− v) (1.8)

with the same Yang’s R-matrix (1.3).
The open SL(2,R) spin chain is a model of n interacting particles with

coordinates zj . Denote by Lj(u) Lax matrices corresponding to each par-
ticle

Lj(u) =

(
u+ zj∂zj + s −∂zj
z2
j ∂zj + 2szj u− zj∂zj − s

)
.

Using the introduced objects we define the monodromy matrix

T (u) = Ln(u) · · ·L1(u)K(u)L1(u) · · ·Ln(u) =

(
A(u) B(u)
C(u) D(u)

)
. (1.9)

Due to the equations for its building blocks (1.2), (1.8), the monodromy
matrix obeys the same reflection equation [17, Proposition 2]

R(u− v)
(
T (u)⊗ 1

)
R(u+ v − 1)

(
1⊗ T (v)

)
=
(
1⊗ T (v)

)
R(u+ v − 1)

(
T (u)⊗ 1

)
R(u− v).

This identity is equivalent to the commutation relations between the el-
ements of the monodromy matrix (1.9). In particular, equality between
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(14)-elements in reflection equation gives commutativity

[B(u), B(v)] = 0.

Thus, the coefficients Hk of the polynomial B(u)

B(u) =

(
u− 1

2

)
(u2n + u2n−2H1 + . . .+Hn)

commute with each other
[Hk, Hm] = 0

and define the quantum integrable model.
Our main goal is the diagonalization of the operator B(u). In this article

we mostly focus on the case of one particle. In Section 1.3 we briefly state
the answer for the general case and postpone its derivation to future paper.

1.2. One-particle problem. In this section we formulate our main re-
sults concerning one-particle problem. When n = 1 the operator B(u) has
the form

B(u) =

(
u− 1

2

)(
u2 −Hs

)
with the only nontrivial part being one-particle Hamiltonian

Hs = S2 + β2S2
− − 2iαS−

= (z2 + β2)∂2
z + (2s+ 1)z∂z + 2iα∂z + s2.

(1.10)

We look for the eigenfunctions of this operator

Hs Ψλ(z) = −λ2 Ψλ(z) (1.11)

analytic in the upper half-plane Im z > 0. The Hilbert space consists of
such analytic functions square integrable with respect to the scalar product
(1.4).

After rescaling and shifting

w =
1

2
+
iz

2β
, z = iβ(1− 2w)

the operator (1.10) transforms into

Hs = −w(1− w)∂2
w −

[(
s+

1

2
+
α

β

)
− (2s+ 1)w

]
∂w + s2.

Hence, the spectral problem (1.11) can be rewritten as the hypergeometric
equation(

w(1− w)∂2
w +

[
c− (a+ b+ 1)w

]
∂w − ab

)
Ψλ = 0 (1.12)
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with the parameters

a = s+ iλ, b = s− iλ, c = s+
1

2
+
α

β
.

Therefore the eigenfunctions can be expressed in terms of hypergeometric
function 2F1(a, b, c;w), whose properties, of course, are very well-known
[7, Chap. 15].

However, there is another approach to the spectral problem, which
makes use of the underlying integrability of the model. The advantage
of this approach is that it can be generalized to the case of many particles.

Before we describe it, let us make few remarks about the parameters of
the model α, β. In this paper we always assume

β > 0,
1

2
+
α

β
> 0. (1.13)

The reasons for these assumptions are as follows. Spin operators are anti-
hermitian S† = −S, S†− = −S− with respect to the scalar product (1.4).
Therefore the Hamiltonian (1.10) is formally self-adjoint

(Hs)† = Hs

under assumptions

α ∈ R, β2 ∈ R.

From this we have two options: β ∈ iR and β ∈ R. The possible eigen-
functions in these cases are different due to analyticity requirement. Note
that Hs (1.10) is invariant under reflection β → −β. Thus, the general
solution of the equation (1.12) can be written as the linear combination

Ψgen
λ (z) = A 2F1

(
s+ iλ, s− iλ, s+

1

2
+
α

β
;

1

2
+
iz

2β

)

+B 2F1

(
s+ iλ, s− iλ, s+

1

2
− α

β
;

1

2
− iz

2β

)
.

(1.14)

Since 2F1(a, b, c;w) has branch cut from w = 1 to ∞, in the case β ∈ iR
both linearly independent solutions in (1.14) are analytic in the upper half-
plane Im z > 0. On the other hand, if β ∈ R, then only one of them fits
this requirement. For simplicity, in this article we consider only the second
case and without loss of generality assume β > 0.
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The second condition in (1.13) is also imposed to simplify matters: in
this case we exclude possibility of discrete spectra, see Remark 1 in Sec-
tion 4.1. In addition, it is convenient to denote

g =
1

2
+
α

β
> 0.

In what follows we frequently use the parameter g instead of α.
So, under the above assumptions (1.13) the eigenfunctions of Hs ana-

lytic in the upper half-plane are given by the formula

Ψλ(z) = 2F1

(
s+ iλ, s− iλ, s+ g;

1

2
+
iz

2β

)
. (1.15)

Notice that since s+g > 1/2 this solution is well-defined. Also observe that
it is symmetric with respect to reflection λ → −λ, so the corresponding
eigenvalue −λ2 (1.11) is non-degenerate.

Now let us describe an alternative way to construct the eigenfunctions.
Imagine the operator K(s, x) acting on functions ψ(z) and intertwining
Hamiltonians (1.10) with different spins

HsK(s, x) = K(s, x)Hx. (1.16)

Then acting on 1 from both sides we obtain

HsK(s, x) · 1 = x2K(s, x) · 1,

and therefore K(s, x) · 1 is an eigenfunction. Such operator can be con-
structed by solving the equation

K(s, x)L(u+ x− 1, u− s)K(u)L(u+ s− 1, u− x)

= L(u+ s− 1, u− x)K(u)L(u+ x− 1, u− s)K(s, x)
(1.17)

with matrices defined in the previous section (1.6), (1.7). This matrix re-
lation is equivalent to three independent equations on K-operator derived
in Section 2.1, see (2.4). One of them is precisely the intertwining prop-
erty (1.16). Since the above equation is very similar to the reflection equa-
tion on K-matrix (1.8), we call K(s, x) reflection operator.

In this paper we derive three formulas for the reflection operator. The
first one is obtained in Section 2.1 by solving the defining equation (1.17)

K(s, x) =
Γ
(
N + x−s

2 + g
)

Γ
(
N + s−x

2 + g
) , N =

1

2iβ

[
(z2 + β2)∂z + (s+ x)z

]
. (1.18)
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From that in Section 2.2 we derive the second formula

K(s, x)=(2iβ)s−x(z+iβ)g−s
Γ
(
(z−iβ)∂z+x+g

)
Γ
(
(z−iβ)∂z+s+g

) (z+iβ)x−g. (1.19)

The explicit action of such operators on ψ(z) analytic in the upper half-
plane can be written using the standard beta function integral [7, (5.12.1)].
For the second one (1.19) we have

[
K(s, x)ψ

]
(z) =

(2iβ)s−x

Γ(s− x)
(z + iβ)g−s

1∫
0

dt (1− t)s−x−1 tg+x−1

×
(
t(z − iβ) + 2iβ

)x−g
ψ
(
t(z − iβ) + iβ

)
,

(1.20)

and for the first one see (2.12). Using the last formula in Section 3 we prove
that reflection operator produces the same eigenfunctions Ψλ(z) (1.15)

K(s, iλ) · 1 = C(s, iλ) 2F1

(
s+ iλ, s− iλ, s+ g;

1

2
+
iz

2β

)
with the normalization

C(s, iλ) =
Γ(g + iλ)

Γ(g + s)
.

Finally, in Section 2.3 we derive the third expression for the reflection
operator with the integrals over upper half-plane[
K(s, x)ψ

]
(z)=e2πis (2iβ)s−x

Γ(g + x)Γ(3s− g)

Γ2(2s)
(z + iβ)g−s

×
∫
DwDv(z−v̄)−g−x(iβ−v̄)x−s(v−w̄)g−3s(w+iβ)x−gψ(w).

(1.21)

In Appendix A we describe how such integrals can be represented by dia-
grams. In particular, we obtain diagrammatic representation for the reflec-
tion operator (1.21) and the eigenfunctions (1.15), see Figures 1 and 10.
In this approach various properties of the eigenfunctions reduce to simple
transformations of corresponding diagrams. This technique was crucial in
the study of other SL(2,R) spin chains [5, 6].

The formula for the reflection operator equivalent to (1.18) has already
appeared in the work [8, eq. (3.23), (3.25)], which we discovered upon
completing our paper. Since the derivation in [8] is quite different, we leave
our presentation as it is, and clarify the connection with the paper [8] in
Appendix B. We also remark that in [8] this reflection operator was used
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in a different way, namely, to construct local Hamiltonian with interaction
at the boundaries for a spin chain with many particles.

To our knowledge the two other formulas for the reflection opera-
tor (1.20), (1.21) are new. The close relative of the second formula (1.20)
plays the key role in the case of open SL(2,C) spin chain [2, Section 3].

In Section 4 we show that the eigenfunctions Ψλ(z) with λ ∈ R are
orthogonal with respect to the scalar product (1.4)

〈Ψρ|Ψλ〉 = µ−1(λ)
δ(λ− ρ) + δ(λ+ ρ)

2
,

where the normalization coefficient

µ(λ) =
1

4π (2β)2s Γ(2s)

∣∣∣∣Γ2(s+ iλ) Γ(g + iλ)

Γ(s+ g) Γ(2iλ)

∣∣∣∣2.
We give two proofs of the orthogonality: from the asymptotics of eigen-
functions and in the language of diagrams.

In Section 5 using Barnes representation of hypergeometric function we
prove the completeness relation∫

R

dλ µ(λ) Ψλ(z) Ψλ(w) =
eiπs

(z − w̄)2s
.

Here from the right we have the kernel of the identity operator on our
Hilbert space

ψ(z) =

∫
Dz eiπs

(z − w̄)2s
ψ(w), (1.22)

the so-called reproducing kernel [5, (A.7)].
Orthogonality and completeness are equivalent to the unitarity of the

transform

[Tψ](λ) =

∫
Dz Ψλ(z)ψ(z)

that maps the initial Hilbert space to the space of functions of λ ∈ R
square integrable with respect to the measure µ(λ) dλ and invariant under
reflection λ → −λ. Interestingly enough, the transform T has almost the
same kernel as the well-known index hypergeometric (or Jacobi) transform
[15]

[Jψ](λ) =

∞∫
0

dy ys+g−1 (1 + y)s−g Ψλ

(
iβ(1 + 2y)

)
ψ(y),
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which is also unitary, but acts on the different space of functions. In Sec-
tion 6 we discuss the relation between these transforms.

1.3. Many-particle problem. In this section we state the result for the
eigenfunctions in the case of n particles

B(u) Ψλ1,..., λn =

(
u− 1

2

) n∏
j=1

(u2 + λ2
j ) Ψλ1,..., λn . (1.23)

For this, apart from reflection operator, we need R-operator acting on
functions of two variables zi and zj

Rij(s, x) =
Γ
(
(zi − zj)∂zi + s+ x

)
Γ
(
(zi − zj)∂zi + 2s

) .

The explicit formula for its action can be obtained using beta function
integral. We note in passing that it interchanges the arguments in the
following Lax matrices

R12(s, x)L1(u+ s− 1, u− s)L2(u+ s− 1, u− x)

= L1(u+ s− 1, u− x)L2(u+ s− 1, u− s)R12(s, x).

Using R- and K-operators we introduce an infinite-dimensional analog of
the monodromy matrix (1.9)

Λn(x) = Rnn−1(x) · · ·R21(x)K1(x)R12(x) · · ·Rn−1n(x),

where the operator K1(x) acts on functions of z1 and in all operators we
suppressed the dependence on spin s. Then eigenfunctions (1.23) are given
by the formula

Ψλ1,..., λn(z1, . . . , zn) = Λn(iλn) Λn−1(iλn−1) · · ·Λ1(iλ1) · 1.

The proof will be given elsewhere. Note that for the simplest K-matrix
K(u) = 1 such construction of eigenfunctions is given in [6].

2. Reflection operator

2.1. Solving reflection equation. The operator K(s, x) acts on func-
tions ψ(z) and satisfies reflection equation

K(s, x)L(u+ x− 1, u− s)K(u)L(u+ s− 1, u− x)

= L(u+ s− 1, u− x)K(u)L(u+ x− 1, u− s)K(s, x),
(2.1)
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where 2 × 2 matrices L(u1, u2) and K(u) are defined in (1.6) and (1.7).
This matrix equation is equivalent to four equations between matrix el-
ements. Each matrix element in turn is polynomial in u. Since K(s, x)
doesn’t depend on u, for each matrix element we obtain several equations
corresponding to different degrees of u.

To find these equations, first, observe that Lax matrices can be writ-
ten as

L(u+ x− 1, u− s) =

(
u+ x−s

2 + J J−

J+ u+ x−s
2 − J

)
,

L(u+ s− 1, u− x) =

(
u− x−s

2 + J J−

J+ u− x−s
2 − J

)
,

where J, J± are SL(2,R) generators of spin (s+ x)/2

J = z∂z +
s+ x

2
, J− = −∂z, J+ = z2∂z + (s+ x)z.

They satisfy standard commutation relations

[J+, J−] = 2J, [J, J±] = ±J±. (2.2)

Note also that the Casimir element

C = 2J2 + J+J− + J−J+ =
(s+ x)(s+ x− 2)

2
(2.3)

is symmetric with respect to s, x.
On the other hand, products of matrices from opposite sides of equa-

tion (2.1) differ only by interchange of parameters s � x. Using commu-
tation relations (2.2) and formula for the Casimir element (2.3) one can
check that all matrix elements in (2.1) are divisible by (u − 1/2) up to
some constants symmetric with respect to s, x.

Dividing each matrix element from (2.1) by (u − 1/2) we compare co-
efficients behind remaining degrees of u. Their equality reduces to the
following three relations

KN = N K, KHx = HsK, K Ix,s = Is,xK (2.4)

with the operators

N =
1

2iβ
(J+ − β2J−),
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Hs =
(
J +

s− x
2

)2

+ β2J2
− − 2iαJ−, (2.5)

Is,x = JJ+ − β2J−J +
s− x

2
(J+ + β2J−) + 2iαJ. (2.6)

Note that the first operator is symmetric with respect to s, x

N =
1

2iβ

[
(z2 + β2)∂z + (s+ x)z

]
.

The second operator Hs doesn’t depend on x and coincides with one-
particle Hamiltonian (1.10).

The reflection operator commutes with N (2.4). Hence, we can search
for it in the form

K = f(N).

Let us derive equation on the function f from the two remaining relations
in (2.4). Denote

N± = −J ± 1

2iβ
(J+ + β2J−).

The operators N,N± are linear combinations of generators J, J± and sat-
isfy the same commutation relations (2.2)

[N+, N−] = 2N, [N,N±] = ±N±.
From the second relation we deduce

f(N)N± = N± f(N ± 1). (2.7)

Now we express old generators in terms of new ones

J+ =
iβ

2
(N+ −N− + 2N),

J− =
i

2β
(N+ −N− − 2N), J = −1

2
(N+ +N−)

and using these relations rewrite operators Hs (2.5) and Is,x (2.6) in terms
of new generators

Hs =

(
N +

x− s− 1

2
+
α

β

)
N+ +

(
−N +

x− s− 1

2
− α

β

)
N−

− 2N2 − 2α

β
N +

s2 + x2 − s− x
2

,

1

iβ
Is,x = −

(
N +

x− s− 1

2
+
α

β

)
N+ +

(
−N +

x− s− 1

2
− α

β

)
N− +N.
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With the help of these formulas and formula (2.7) we reduce two relations

f(N)Hx = Hs f(N), f(N) Ix,s = Is,x f(N)

to the single difference equation

f(N + 1)

f(N)
=
N + x−s+1

2 + α
β

N + s−x+1
2 + α

β

.

Its solution can be written in terms of gamma functions

K(s, x) = f(N) =
Γ
(
N + x−s

2 + g
)

Γ
(
N + s−x

2 + g
) . (2.8)

where g = 1/2 + α/β.
Of course, the expression (2.8) multiplied by any periodic function (with

unit period) also solves the above equation. In particular, we can take
function f(N) with reflected parameter β → −β since the initial equation
(2.1) depends on β2. We chose specifically the solution (2.8), because in
the case

β > 0

it gives us analytic in the upper half-plane eigenfunctions of one-particle
Hamiltonian Hs (1.10), see Section 3.

2.2. Beta integral representations. In this section we obtain explicit
formula for the action of the operator K(s, x) found in the previous section

K(s, x) =
Γ
(
N + x−s

2 + g
)

Γ
(
N + s−x

2 + g
) , N =

1

2iβ

[
(z2 + β2)∂z + (s+ x)z

]
. (2.9)

Moreover, to relate this operator to the hypergeometric function we derive
another formula for it

K(s, x) = (2iβ)s−x (z + iβ)g−s
Γ
(
(z − iβ)∂z + x+ g

)
Γ
(
(z − iβ)∂z + s+ g

) (z + iβ)x−g. (2.10)

For both tasks we use the Euler’s beta integral [7, (5.12.1)].
First, notice that

N =
1

2iβ

[
(z2 + β2)∂z + (s+ x)z

]
= (z + iβ)−s−x

(
1

2iβ
(z2 + β2)∂z +

s+ x

2

)
(z + iβ)s+x.
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As a result, the expression (2.9) is equivalent to

K = (z + iβ)−s−x
Γ
(

1
2iβ (z2 + β2)∂z + x+ g

)
Γ
(

1
2iβ (z2 + β2)∂z + s+ g

) (z + iβ)s+x.

The second step is to use Euler’s beta integral for the ratio of two gamma
functions

K =
1

Γ(s− x)
(z + iβ)−s−x

1∫
0

dt (1− t)s−x−1 tg+x−1

×t
1

2iβ (z2+β2)∂z (z + iβ)s+x.

(2.11)

Under conformal map

ζ =
z − iβ
z + iβ

, z = iβ
1 + ζ

1− ζ
the operator in the integrand (2.11) drastically simplifies

1

2iβ
(z2 + β2)∂z = ζ∂ζ .

Hence, acting on arbitrary function ψ(z) we obtain

t
1

2iβ (z2+β2)∂z ψ(z) = tζ∂ζ ψ

(
iβ

1 + ζ

1− ζ

)
= ψ

(
iβ
z + iβ + t(z − iβ)

z + iβ − t(z − iβ)

)
.

Note that for Im z > 0, t ∈ [0, 1] and β > 0 we have

Im

(
iβ
z + iβ + t(z − iβ)

z + iβ − t(z − iβ)

)
> 0,

and equality holds iff Im z = 0, t = 1. Thus, for the function ψ(z) analytic
in the upper half-plane we stay in the region of analyticity. Acting on such
function with operator (2.11) we arrive at

Kψ(z) =
(2iβ)s+x

Γ(s− x)

1∫
0

dt (1− t)s−x−1 tg+x−1

×
(
z + iβ − t(z − iβ)

)−s−x
ψ

(
iβ
z + iβ + t(z − iβ)

z + iβ − t(z − iβ)

)
.

(2.12)

This formula represents the explicit action of the operator (2.9).
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To derive the second formula (2.10) we change integration variable t→ u

u =
2iβ t

z + iβ − t(z − iβ)
. (2.13)

After this change we obtain

Kψ(z) =
(2iβ)s−x

Γ(s− x)
(z + iβ)g−s

∫
C

du (1− u)s−x−1 ug+x−1

×
(
u(z − iβ) + 2iβ

)x−g
ψ
(
u(z − iβ) + iβ

)
with some contour C from u = 0 to u = 1. Notice that the second line can
be equivalently written as(

u(z − iβ) + 2iβ
)x−g

ψ
(
u(z − iβ) + iβ

)
=u(z−iβ)∂z (z + iβ)x−gψ(z).

Let us argue that the contour C can be deformed to the interval [0, 1]
without touching any singular points of the integrand. For Im z > 0, t ∈
[0, 1] and β > 0 the new variable u (2.13) has properties

Reu ∈ [0, 1], sign(Imu) = sign(Re z).

Therefore

Im
(
u(z − iβ) + iβ

)
= β(1− Reu) + Im zReu+ Re z Imu > 0,

and by decreasing | Imu | ↘ 0 we stay in the analyticity domain of the
function (

u(z − iβ) + 2iβ
)x−g

ψ
(
u(z − iβ) + iβ

)
.

So, deforming contour we finally arrive at the formula

Kψ(z) =
(2iβ)s−x

Γ(s− x)
(z + iβ)g−s

1∫
0

du (1− u)s−x−1 ug+x−1

×u(z−iβ)∂z (z + iβ)x−g ψ(z),

(2.14)

which is equivalent to (2.10) .

2.3. Diagrammatic representation. In Appendix A we describe useful
diagrammatic approach that allows to reduce calculations of integrals to
simple transformations of corresponding diagrams. All diagrams represent
the integrals over upper half-plane with the measure (1.5).
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z
g + x 3s− g

w

iβ

s− x

s− g g − x

−iβ

Figure 1. Kernel of the reflection operator.

In this section we obtain diagrammatic representation for the kernel of
reflection operator, see Figure 1. This diagram corresponds to the following
formula[
K(s, x)ψ

]
(z) = e2πis (2iβ)s−x

Γ(g + x)Γ(3s− g)

Γ2(2s)
(z + iβ)g−s

×
∫
DwDv ψ(w)

(z − v̄)g+x (iβ − v̄)s−x (v − w̄)3s−g (w + iβ)g−x

(2.15)

up to coefficient behind the integral.
To derive (2.15) we start from the formula (2.14). The reflection opera-

tor is factorized in a product of three operators, so that its integral kernel
admits similar factorization

Kψ(z) =

∫
Dw (z + iβ)g−sK(z, w̄) (w + iβ)x−g ψ(w). (2.16)

To obtain explicit form of the function K(z, w̄) we use reproducing ker-
nel (1.22) and rewrite the integral (2.14) in the form

Kψ(z) =
(2iβ)s−x

Γ(s− x)
(z + iβ)g−s

1∫
0

du (1− u)s−x−1 ug+x−1

× u(z−iβ)∂z

∫
Dw eiπs

(z − w̄)2s
(w + iβ)x−g ψ(w).
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In the last line we can use the formula

u(z−iβ)∂z
1

(z − w̄)2s
=

1

(u(z − iβ) + iβ − w̄)2s
.

Then the function K(z, w̄) defined by (2.16) admits the following expres-
sion

K(z, w̄) = eiπs
(2iβ)s−x

Γ(s− x)

1∫
0

du
(1− u)s−x−1 ug+x−1

(u(z − iβ) + iβ − w̄)2s
.

The last step is to use the identity (A.3) proven in Appendix A∫
Dv 1

(z − v̄)b(iβ − v̄)c−b(v − w̄)2s+a−c

= e−iπs
Γ(a)Γ(2s)

Γ(b)Γ(c− b)Γ(2s+ a− c)

1∫
0

du
(1− u)c−b−1 ub−1(
u(z − iβ) + iβ − w̄

)a
and arrive at the integral over upper half-plane

K(z, w̄) = e2iπs (2iβ)s−x
Γ(g + x)Γ(3s− g)

Γ2(2s)

×
∫
Dv 1

(z − v̄)g+x (iβ − v̄)s−x (v − w̄)3s−g .

Together with the formula (2.16) it gives the result (2.15).

3. Relation to hypergeometric function

In this section we prove that action of the reflection operator on 1 gives
the hypergeometric function

K(s, x) · 1 = C(s, x) 2F1

(
s+ x, s− x, s+ g;

1

2
+
iz

2β

)
(3.1)

with normalization

C(s, x) =
Γ(g + x)

Γ(g + s)
.

Starting from the representation (2.10), or equivalently formula (2.14), we
obtain
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K(s, x) · 1 =
(2iβ)s−g

Γ(s− x)
(z + iβ)g−s

×
1∫

0

du (1− u)s−x−1 ug+x−1

(
1−

[
1

2
+
iz

2β

]
u

)x−g
.

This is exactly Euler representation for the hypergeometric function

K(s, x) · 1 =
Γ(x+ g)

Γ(s+ g)

(
1−

[
1

2
+
iz

2β

])g−s
× 2F1

(
g − x, g + x, g + s;

1

2
+
iz

2β

)
,

which converges provided that

Re s > Rex, Re(x+ g) > 0.

In particular, it converges in the case we consider in this paper

s >
1

2
, x = iλ ∈ iR, g > 0.

It is only left to use Euler transformation

(1− w)a+b−c
2F1(a, b, c;w) = 2F1(c− a, c− b, c;w)

to obtain desired formula (3.1).
The same transformation of K(s, x) ·1 into the hypergeometric function

in terms of diagrams is shown in Figure 2. First, we use chain relation
(Figure 8) and at the second step — Euler transformation (Figure 9). The
resulting diagram up to coefficient depicts the integral representation (A.2)

2F1

(
s+ x, s− x, s+ g;

1

2
+
iz

2β

)
= (2iβ)s+x eiπs

Γ(s+ g)Γ(2s+ x− g)

Γ(s+ x)Γ(2s)

×
∫
Dw 1

(z − w̄)s−x (iβ − w̄)g+x (w + iβ)2s+x−g (3.2)

derived in Appendix A.
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z
g + x 3s− g

iβ

s− x

s− g g − x

−iβ

 z
g + x

s− x

iβ

s− x

s− g

−iβ

 z
s− x

2s+ x− g

−iβ

iβ

g + x

Figure 2. Transforming K(s, x)·1 into the hypergeometric
function.

4. Orthogonality

Recall the scalar product (1.4)

〈χ|ψ〉 =

∫
Dz χ(z)ψ(z),

where integration is performed over upper half-plane Im z > 0 and the
measure is given by

Dz =
2s− 1

π
(2 Im z)2s−2 dRe z d Im z.

In this section we prove in two ways that eigenfunctions

Ψλ(z) = 2F1

(
s+ iλ, s− iλ, s+ g;

1

2
+
iz

2β

)
(4.1)
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with λ ∈ R are orthogonal with respect to this scalar product

〈Ψρ|Ψλ〉 = µ−1(λ)
δ(λ− ρ) + δ(λ+ ρ)

2
. (4.2)

The normalization coefficient

µ(λ) =
1

4π (2β)2s Γ(2s)

∣∣∣∣Γ2(s+ iλ) Γ(g + iλ)

Γ(s+ g) Γ(2iλ)

∣∣∣∣2
plays the role of integration measure in completeness relation, see Section 5.
Note that eigenfunctions (4.1) are invariant under reflection λ → −λ, so
that in the relation (4.2) we have symmetrized delta function.

4.1. Proof from asymptotics. The first proof is standard and usually
mentioned in introductory texts on quantum mechanics (for example, see
[9, §36]). The idea is to cut-off the scalar product

〈χ|ψ〉 = lim
R→∞

〈χ|ψ〉R,

so that we can write

〈Ψρ|Ψλ〉 = lim
R→∞

〈Ψρ|Ψλ〉R

= lim
R→∞

1

ρ2 − λ2

[
〈Ψρ|HsΨλ〉R − 〈HsΨρ|Ψλ〉R

]
= lim
R→∞

1

ρ2 − λ2

[
boundary terms

]
,

where on the last step we integrate by parts. Then we only need to calcu-
late asymptotics of boundary terms. For this calculation we choose polar
coordinates

z = reiϕ

and scalar product with radius cut-off

〈χ|ψ〉R =
2s− 1

π

π∫
0

dϕ (2 sinϕ)2s−2

R∫
0

dr r2s−1 χ(reiϕ) ψ(reiϕ).

Moreover, since Hamiltonian (1.10) can be expressed in terms of spin op-
erators

Hs = S2 + β2S2
− − 2iαS−, S = z∂z + s, S− = −∂z, (4.3)

we first calculate boundary terms that arise from each spin operator (when
we integrate it by parts).
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Rewriting derivatives

∂z =
e−iϕ

2
∂r +

e−iϕ

2ir
∂ϕ, ∂z̄ =

eiϕ

2
∂r −

eiϕ

2ir
∂ϕ

we express action of spin operators on analytic functions as

Sψ(z) = (z∂z + z̄∂z̄ + s)ψ(z) = (r∂r + s)ψ(z), (4.4)

S−ψ(z) = −(∂z + ∂z̄)ψ(z) =

(
sinϕ

r
∂ϕ − cosϕ∂r

)
ψ(z). (4.5)

Next define Wronskians with respect to polar coordinates

Wr[χ, ψ] = χ∂rψ − ψ ∂rχ,

Wϕ[χ, ψ] = χ∂ϕψ − ψ ∂ϕχ.

Using (4.4), (4.5) and integrating by parts we establish the following two
identities

〈χ|Sψ〉R = 〈−Sχ|ψ〉R +
2s− 1

π
R2s

π∫
0

dϕ (2 sinϕ)2s−2
(
χ̄ ψ
)∣∣
r=R

,

〈χ|S−ψ〉R = 〈−S−χ|ψ〉R

− 2s− 1

π
R2s−1

π∫
0

dϕ (2 sinϕ)2s−2 cosϕ
(
χ̄ ψ
)∣∣
r=R

.
(4.6)

Notice that for the functions χ, ψ decaying fast enough boundary terms
tend to zero as R → ∞, so that spin operators are anti-hermitian with
respect to original scalar product. Iterating the above identities two times
we obtain

〈χ|S2ψ〉R = 〈S2χ|ψ〉R

+
2s− 1

π
R2s+1

π∫
0

dϕ (2 sinϕ)2s−2 Wr[χ̄, ψ]
∣∣
r=R

,
(4.7)
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〈χ|S2
−ψ〉R = 〈S2

−χ|ψ〉R

+
2s− 1

π
R2s−1

π∫
0

dϕ (2 sinϕ)2s−2 cos2 ϕ Wr[χ̄, ψ]
∣∣
r=R

+
2s− 1

2π
R2s−2

π∫
0

dϕ (2 sinϕ)2s−1 cosϕ Wϕ[ψ, χ̄]
∣∣
r=R

.

(4.8)

Thus, when we integrate by parts the Hamiltonian (4.3)

〈Ψρ|HsΨλ〉R = 〈HsΨρ|Ψλ〉R + boundary terms,

boundary terms are given by the formulas (4.6), (4.7), (4.8).
To calculate their asymptotics as R → ∞ we use well-known formula

for the hypergeometric function [7, Sec. 15.12(i)]

2F1(a, b, c;w) ∼ Γ(b− a)Γ(c)

Γ(b)Γ(c− a)
(−w)−a +

Γ(a− b)Γ(c)

Γ(a)Γ(c− b)
(−w)−b

as |w| → ∞. From that for the eigenfunctions

Ψλ(z) = 2F1

(
s+ iλ, s− iλ, s+ g;

1

2
+
iz

2β

)
the needed asymptotics as |z| → ∞ have the form

Ψλ(z) ∼ c(λ) z−s+iλ + c(−λ) z−s−iλ, (4.9)

∂rΨλ(z) ∼ −s+ iλ

|z|
c(λ) z−s+iλ +

−s− iλ
|z|

c(−λ) z−s−iλ, (4.10)

∂ϕΨλ(z) ∼ i(−s+ iλ) c(λ) z−s+iλ + i(−s− iλ) c(−λ) z−s−iλ,

where the coefficient

c(λ) =
Γ(2iλ) Γ(s+ g)

Γ(s+ iλ) Γ(g + iλ)
(2β)s−iλ e

iπs
2 +πλ

2 . (4.11)

Remark 1. In this paper we only consider the case g > 0. Note that if
g < 0 the coefficient c(λ) (4.11) has zeroes

λ = i(n+ g), n ∈ N0

in the lower half-plane Imλ < 0, which may correspond to discrete spectra
(as it can be seen from asymptotics (4.9)).
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Substituting the above asymptotics into the boundary terms (4.6), (4.7),
(4.8), we conclude that the only boundary term that gives nonzero contri-
bution as R→∞ is from S2 (4.7)

〈Ψρ|Ψλ〉R ∼
R2s+1

ρ2 − λ2

2s− 1

π

π∫
0

dϕ (2 sinϕ)2s−2 Wr

[
Ψρ,Ψλ

]∣∣
r=R

. (4.12)

One could guess that without calculations just from the behaviour of spin
operators (4.4), (4.5) as r →∞.

From the above formulas (4.9), (4.10) we deduce asymptotics of Wron-
skian

Wr

[
Ψρ,Ψλ

]
∼Wλ,ρ +W−λ,−ρ +W−λ,ρ +Wλ,−ρ, |z| → ∞,

where we denoted

Wλ,ρ =
i(λ+ ρ)

|z|2s+1
c(ρ) c(λ) z̄−iρ ziλ.

Inserting this into (4.12) we obtain

R2s+1

ρ2 − λ2

2s− 1

π

π∫
0

dϕ (2 sinϕ)2s−2 Wr

[
Ψρ,Ψλ

]∣∣
r=R

∼ c(ρ) c(λ)
iRi(λ−ρ)

ρ− λ
2s− 1

π

π∫
0

dϕ (2 sinϕ)2s−2 e−(λ+ρ)ϕ

+ c(−ρ) c(−λ)
iRi(ρ−λ)

λ− ρ
2s− 1

π

π∫
0

dϕ (2 sinϕ)2s−2 e(λ+ρ)ϕ

+ [. . . λ→ −λ . . . ].

The remaining integrals are calculated using formula [7, (5.12.6)]

2s− 1

π

π∫
0

dϕ (2 sinϕ)2s−2 e2aϕ = eπa
Γ(2s)

Γ(s+ ia) Γ(s− ia)
. (4.13)

We note in passing that it is related to the well-known Cauchy integral [1,
p. 48] by the change of coordinate ϕ→ t = ctgϕ.
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So, we can rewrite R → ∞ asymptotics of the scalar product with
cut-off (4.12) in the following form

〈Ψρ|Ψλ〉R ∼
iΓ(2s)

Γ
(
s+ i(λ+ρ)

2

)
Γ
(
s− i(λ+ρ)

2

)
× 1

ρ− λ

(
e−

π(λ+ρ)
2 c(ρ) c(λ)Ri(λ−ρ) − e

π(λ+ρ)
2 c(−ρ) c(−λ)Ri(ρ−λ)

)
+ [. . . λ→ −λ . . . ].

Notice that singularities at ρ = ±λ cancel since coefficient (4.11) satisfies

e−πλ |c(λ)|2 = eπλ |c(−λ)|2. (4.14)

Hence, if we divide fast-oscillating exponents into two parts

R±i(λ−ρ) = cos
[
(λ− ρ) lnR

]
± i sin

[
(λ− ρ) lnR

]
,

sum of the terms with cosines tends to zero as R → ∞ due to Riemann–
Lebesgue lemma. For the remaining terms we use well-known delta-sequen-
ce formula

lim
R→∞

sin
[
(λ− ρ) lnR

]
λ− ρ

= πδ(λ− ρ)

together with the relation (4.14) and expression for c(λ) (4.11). At the end
we arrive at the result

〈Ψρ|Ψλ〉 = 2π (2β)2s Γ(2s)

×
∣∣∣∣ Γ(s+ g) Γ(2iλ)

Γ2(s+ iλ) Γ(g + iλ)

∣∣∣∣2 (δ(λ− ρ) + δ(λ+ ρ)
)
.

(4.15)

4.2. Diagrammatic calculation. The second proof of orthogonality is
straightforward: we use the integral representation (3.2)

Ψλ(z) = (2iβ)s+iλ eiπs
Γ(s+ g)Γ(2s+ iλ− g)

Γ(s+ iλ)Γ(2s)

×
∫
Dw 1

(z − w̄)s−iλ (iβ − w̄)g+iλ (w + iβ)2s+iλ−g

and explicitly calculate the regularized scalar product between the eigen-
functions. The calculation relies on the diagram technique explained in
Appendix A.



28 P. V. ANTONENKO, N. M. BELOUSOV, S. E. DERKACHOV, S. M. KHOROSHKIN

s− iλ

iβ

iλ+ g

2s+ iλ− g

−iβ

s+ iρ+ ε

iβ

2s− iρ− g + ε

−iρ+ g − ε

−iβ

Figure 3. The integral A1.

i(ρ− λ) + ε

iβ

iλ+ g

2s+ iλ− g

−iβ

iβ

2s−iρ− g + ε

−iρ+ g − ε

(a) The integral A2

iλ+ g

iβ

i(ρ− λ) + ε

2s− i(λ+ρ)−ε

−iβ

2s− iρ− g + ε

(b) The integral A3.

Figure 4. Transformations of the scalar product.

Substitution of the above representation into the scalar product results
in expression

〈Ψρ|Ψλ〉 =
Γ2(s+ g)Γ(2s+ iλ− g)Γ(2s− iρ− g)

Γ2(2s)Γ(s+ iλ)Γ(s− iρ)

× e2πis (2iβ)s+iλ (2iβ)s−iρ lim
ε→0

A1

where the integral A1 is depicted by the diagram in Figure 3. Since the
scalar product is not absolutely convergent, we introduced regularization
shifting some powers by ε.
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Next we use chain rule (see Figure 8) for two lines in the middle and
obtain the diagram in Figure 4a

A1 = e−iπs
Γ(i(ρ− λ) + ε)Γ(2s)

Γ(s+ iρ+ ε)Γ(s− iλ)
A2.

After that we perform Euler transformation (Figure 9) of the right vertex
in Figure 4a. The resulting integral

A2 = (2iβ)−2iλ Γ(2s− i(ρ+ λ)− ε)Γ(i(ρ+ λ) + ε)

Γ(2s− g + iλ)Γ(g − iλ)
A3

is depicted in Figure 4b. It remains to perform two integrations using chain
rules, as shown in Figure 5, which gives

A3 = e−iπs
Γ(i(λ− ρ) + ε)Γ(2s)

Γ (2s− g − iρ+ ε) Γ (g + iλ)

× e−iπs Γ(−i(λ+ ρ) + ε)Γ(2s)

Γ(2s− i(ρ+ λ)− ε)Γ(2ε)
(2iβ)i(ρ+λ)−ε.

Collecting everything together we obtain

〈Ψρ|Ψλ〉 = (2β)2s Γ2(g + s)Γ(2s)

Γ(g ± iλ)Γ(s± iλ)Γ(s± iρ)

× lim
ε→0

Γ(±i(λ+ ρ) + ε)Γ(±i(λ− ρ) + ε)

Γ(2ε)
,

where for brevity we denoted

f(a± b) = f(a+ b)f(a− b).

The remaining limit can be calculated using Sokhotski–Plemelj theorem

lim
ε→0

2ε

(x± iε)
= lim
ε→0

(
i

x+ iε
− i

x− iε

)
= 2πδ(x)

that gives

lim
ε→0

Γ(±i(λ+ ρ) + ε)Γ(±i(λ− ρ) + ε)

Γ(2ε)
=2πΓ(±2iλ)

(
δ(λ− ρ) + δ(λ+ ρ)

)
.

Finally, we obtain the same result as in the previous section (4.15)

〈Ψρ|Ψλ〉 = 2π (2β)2s Γ(2s) Γ2(g + s) Γ(±2iλ)

Γ(g ± iλ) Γ2(s± iλ)

(
δ(λ− ρ) + δ(λ+ ρ)

)
.
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iλ+ g

iβ

i(ρ− λ) + ε

2s− i(λ+ ρ)− ε

−iβ

2s− iρ− g + ε

iβ

2ε

2s− i(λ+ ρ)− ε

−iβ

  

iβ

ε− i(λ+ ρ)

−iβ

Figure 5. Calculation of the integral A3.

5. Completeness

In this section we prove the completeness relation

I(z, w̄) =

∫
R

dλ µ(λ) Ψλ(z) Ψλ(w) =
eiπs

(z − w̄)2s
, (5.1)

where the integration measure

µ(λ) =
1

4π (2β)2s Γ(2s)

∣∣∣∣Γ2(s+ iλ) Γ(g + iλ)

Γ(s+ g) Γ(2iλ)

∣∣∣∣2 (5.2)

follows from the orthogonality relation (4.2). From the right in (5.1) we
have the kernel of identity operator, that is

ψ(z) =

∫
Dw eiπs

(z − w̄)2s
ψ(w)
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for any ψ(z) analytic in the upper half-plane [5, (A.7)]. The strategy of
the proof is as follows: first, we calculate the integral (5.1) assuming

Im z > β, Imw > β. (5.3)

Secondly, we show that I(z, w̄) is absolutely convergent uniformly in z, w
from the upper half-plane, so that we can analytically continue the answer.

To calculate the integral (5.1) we use Barnes integral representation of
the hypergeometric function

Ψλ(z) =
Γ(s+ g)

Γ(s± iλ)

∫
R+ic

dρ

2π

Γ(s± iλ+ iρ) Γ(−iρ)

Γ(s+ g + iρ)

(
− iz

2β
− 1

2

)iρ
.

Here and in what follows denote for brevity

f(a± b) = f(a+ b)f(a− b).
The horizontal contour should separate series of poles

ρ = −in, ρ = ±λ+ i(n+ s), n ∈ N0,

hence, we choose c ∈ (0, s).
For the proof we also need two integrals with gamma functions. The

first one is simple [7, (5.13.1)]∫
R

dλ Γ(a+ iλ) Γ(b− iλ) ziλ = 2π Γ(a+ b)
zb

(1 + z)a+b
. (5.4)

Here we assume Re a, Re b > 0, so that the contour R separates series of
poles

λ = i(a+ n), λ = −i(b+ n), n ∈ N0.

This integral can be calculated by evaluating residues or using Mellin trans-
form [16, Section 3.3.4].

The second needed integral∫
R

dλ
Γ(a1 ± iλ) Γ(a2 ± iλ) Γ(a3 ± iλ)

Γ(±2iλ)

= 4π Γ(a1 + a2) Γ(a1 + a3) Γ(a2 + a3) (5.5)

is the limiting case of de Branges–Wilson integral [7, (5.13.5)] when one
of the parameters a4 is sent to ∞. Here we assume Re aj > 0 and the
contour R separates series of poles

λ = ±i(aj + n), j = 1, 2, 3, n ∈ N0.
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We note in passing that de Branges–Wilson integral coincides with sp(1)
Gustafson integral [10, Theorem 9.3].

Now insert Barnes representation into the integral (4.13)

I=C

∫
R

dλ
Γ(g ± iλ)

Γ(±2iλ)

∫
R+ic

dρ
Γ(s± iλ+iρ)Γ(−iρ)

Γ(s+ g + iρ)

(
− iz

2β
− 1

2

)iρ

×
∫

R−ic

dν
Γ(s± iλ−iν)Γ(iν)

Γ(s+ g − iν)

(
iw̄

2β
− 1

2

)−iν
.

(5.6)

All constants are hidden in the prefactor

C =
1

16π3 (2β)2s Γ(2s)
.

The above multiple integral (5.6) is absolutely convergent under assump-
tions (5.3). To prove it use the reflection formula

Γ(2iλ) Γ(−2iλ) =
π

2λ sh(2πλ)

and the bounds on gamma functions

|Γ(a+ ib)| 6
√

2π e
1
6a |a+ ib|a− 1

2 e−
π
2 |b|,

∣∣Γ−1(a+ ib)
∣∣ 6 ea+ 1

6a

√
2π
|a+ ib|−a+ 1

2 e
π
2 |b|,

where a > 0, b ∈ R. These bounds follow from [16, p. 34]. Therefore, we
can change the order of integrations and first integrate over λ.

The integral over λ is the reduction of de Branges–Wilson integral (5.5).
The contour R separates series of poles due to our assumption g > 0.
This assumption corresponds to the case with no discrete spectra (see
Remark 1). Inserting the answer for this integral we obtain

I = 4πC

∫
R−ic

dν Γ(iν)

(
iw̄

2β
− 1

2

)−iν

×
∫

R+ic

dρ Γ(2s− iν + iρ) Γ(−iρ)

(
− iz

2β
− 1

2

)iρ
.

The integral over ρ is of the first type (5.4) (up to shift ρ = ρ′ + ic).
Therefore
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I = 8π2C

∫
R−ic

dν Γ(iν) Γ(2s− iν)

(
iw̄

2β
− 1

2

)−iν(
− iz

2β
+

1

2

)iν−2s

.

Here once again we have integral of the first type (5.4). Thus, substituting
the answer for it we arrive at expected formula (5.1).

Now let us show that the integral I(z, w̄) in initial form (5.1) is abso-
lutely convergent uniformly in z, w varying on compact subsets of upper
half-plane

Im z > 0, Imw > 0.

Since the integrand is symmetric with respect to λ→ −λ, it is enough to
check its asymptotics as λ → ∞. For the measure (5.2) using well-known
asymptotics of gamma functions [7, (5.11.9)]

|Γ(a+ iλ)| ∼
√

2π λa−
1
2 e−

π
2 λ, λ→∞

we obtain
|µ(λ)| ∼M λ4s+2g−2 e−πλ

with some constant M . For the eigenfunctions in the case

Im z > 0, z 6∈ i(0, β) (5.7)

from [13, Theorem 3.1] we obtain

|Ψλ(z)| ∼ f(z)λ
1
2−s−g eλ| Im ζ|, λ→∞,

where

ζ = ln

(
z

iβ
+

√
− z

2

β2
− 1

)
, z = iβ ch ζ.

Importantly, since Im z > 0 we have

| Im ζ| < π

2
.

In the complementary to (5.7) case

Im z > 0, z 6∈ i(β,∞) (5.8)

from [13, Theorem 3.2] we get

|Ψλ(z)| ∼ f̃(z)λ
1
2−s−g eλ(π+Im ξ), λ→∞,

where

ξ = ln

(
− z

iβ
− i

√
1 +

z2

β2

)
, z = −iβ ch ξ.
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Here notice that due to restrictions (5.8) we have

−π 6 Im ξ < −π
2
.

From the above asymptotics we conclude that for any z, w from compact
subsets of the upper half-plane

|µ(λ) Ψλ(w) Ψλ(z)| ∼ A(z, w)λ2s−1 e−δλ, λ→∞,

with some δ > 0. Thus, I(z, w̄) is analytic function of z, w̄ and we can
remove the assumption (5.3).

6. Relation to index hypergeometric transform

The Hamiltonian (1.10) in terms of rescaled and shifted coordinate

y = −1

2
− iz

2β
, z = iβ(1 + 2y)

coincides with the standard hypergeometric operator

Hs = (z2 + β2)∂2
z + (2s+ 1)z∂z + 2iα∂z + s2

= y(1 + y)∂2
y +

[
(s+ g) + (2s+ 1)y

]
∂y + s2, (6.1)

where as before g = 1/2 + α/β. In addition to the scalar product over the
upper half-plane Im z > 0 (1.4)

〈χ|ψ〉 =

∫
Dz χ(z)ψ(z), (6.2)

the operator (6.1) is also self-adjoint with respect to scalar product over
the half-line y > 0, see Figure 6,

(χ|ψ) =

∞∫
0

dy ys+g−1 (1 + y)s−g χ(y)ψ(y). (6.3)

In the previous sections we proved that eigenfunctions

Ψλ(z) = 2F1

(
s+ iλ, s− iλ, s+ g;

1

2
+
iz

2β

)
with λ ∈ R are orthogonal and complete with respect to the first scalar
product (6.2). Furthermore, they are also orthogonal and complete as func-
tions of y

Φλ(y) ≡ Ψλ

(
iβ(1 + 2y)

)
= 2F1(s+ iλ, s− iλ, s+ g; −y)
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Re z

Im z

iβ

Figure 6. Upper half-plane Im z > 0 and half-line y > 0.

with respect to the second scalar product (6.3). In other words the corre-
sponding transform J , which is known as index hypergeometric (or Jacobi)
transform,

[Jψ](λ) =

∞∫
0

dy ys+g−1 (1 + y)s−g Φλ(y) ψ(y) (6.4)

is unitary, see the review article [15]. Notice that Φλ(y) = Φλ(y) for y, λ ∈
R.

The eigenfunctions in two regimes Im z > 0 and y > 0 are related by
the following formulas

Φλ(y) =

∫
Dz eiπs(

iβ(1 + 2y)− z̄
)2s Ψλ(z), (6.5)

Ψλ(z) =
(2β)2s Γ(2s)

Γ(s+ iλ) Γ(s− iλ)

∞∫
0

dy ys+g−1 (1 + y)s−g

× eiπs(
z + iβ(1 + 2y)

)2s Φλ(y).

(6.6)

In the first formula we just use the identity operator for the functions
analytic in the upper half-plane (1.22). The proof of the second formula is
given in Appendix C.
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Note that in the second formula (6.6) we essentially have the same
kernel of identity operator. The kernel function (z − w̄)−2s appearing in
both formulas satisfies

Hs(z) (z − w̄)−2s = Hs(w) (z − w̄)−2s. (6.7)

To prove it recall that the Hamiltonian can be written in terms of spin
operators

Hs = S2 + β2S2
− − 2iαS−, S = z∂z + s, S− = −∂z,

so that the formula (6.7) follows from the same type of relations for spin
operators

Sa(z) (z − w̄)−2s = −Sa(w) (z − w̄)−2s.

Therefore, the existence of the transformations (6.5) and (6.6) can be
guessed from the identity (6.7) and self-adjointness of Hs with respect
to both scalar products (6.2), (6.3). However, these arguments doesn’t fix
the coefficients in these transformations.

Using formulas (6.5), (6.6) we can also relate scalar products between
the eigenfunctions. Denote transform between two Hilbert spaces corre-
sponding to scalar products (6.2), (6.3)

[Uψ](y) =

∫
Dz eiπs(

iβ(1 + 2y)− z̄
)2s ψ(z).

Then the adjoint operator

[U†χ](z) =

∞∫
0

dy ys+g−1 (1 + y)s−g
eiπs(

z + iβ(1 + 2y)
)2s χ(y). (6.8)

In these notations the formulas (6.5), (6.6) read

Φλ = U Ψλ, Ψλ =
(2β)2s Γ(2s)

Γ(s+ iλ) Γ(s− iλ)
U†Φλ.

As a corollary, we have

U†U Ψλ =
Γ(s+ iλ) Γ(s− iλ)

(2β)2s Γ(2s)
Ψλ.

Using the last relation we connect scalar products between two families of
orthogonal eigenfunctions

(Φρ|Φλ) = (UΨρ|UΨλ) =
Γ(s+ iλ) Γ(s− iλ)

(2β)2s Γ(2s)
〈Ψρ|Ψλ〉. (6.9)
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Similar relation between upper half-plane and half-line scalar products has
been previously observed in the context of spin chains with many particles
[3, Section 6].

The formula (6.9) agrees with the known orthogonality and complete-
ness relations for the index hypergeometric transform

∞∫
0

dy m(y) Φλ(y) Φρ(y) = µ̂−1(λ)
δ(λ− ρ) + δ(λ+ ρ)

2
, (6.10)

∫
R

dλ µ̂(λ) Φλ(x) Φλ(y) = m−1(y) δ(x− y), (6.11)

where for brevity we denoted measures

m(y) = ys+g−1 (1 + y)s−g, µ̂(λ) =
1

4π

∣∣∣∣Γ(s+ iλ) Γ(g + iλ)

Γ(s+ g) Γ(2iλ)

∣∣∣∣2.
For example, compare with [12, Equations (3.2), (4.5)].

The orthogonality and completeness of the eigenfunctions Ψλ(z) is equiv-
alent to the unitarity of the transform

[Tψ](λ) =

∫
DzΨλ(z)ψ(z).

Notice that it is related to the index hypergeometric transform J (6.4)
with the help of the same operator (6.8)

J = TU†. (6.12)

Appendix A. Diagram technique

z
λ

w = (z − w̄)−λ z =

∫
Dz

Figure 7. Elements of diagrams.

In this section we explain the diagram technique, which is used throughout
the paper. The diagrams represent various integrals and consist of directed
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z
λ ρ

w = a(λ, ρ) z
λ+ ρ− 2s

w

Figure 8. Chain rule.

lines, which depict functions (z−w̄)−λ, and bold vertices, which correspond
to integration over upper half-plane Im z > 0 with the measure

Dz =
2s− 1

π
(2 Im z)2s−2 dRe z d Im z.

In the present work we use two diagram identities. The first one is the
chain rule, see Figure 8. It depicts the following integral∫

Dv 1

(z − v̄)λ(v − w̄)ρ
= a(λ, ρ)

1

(z − w̄)λ+ρ−2s
, (A.1)

where the coefficient is given by

a(λ, ρ) = e−iπs
Γ(λ+ ρ− 2s)Γ(2s)

Γ(λ)Γ(ρ)
.

The proof can be found in [5, Appendix A].

z
λ

ρ

−iβ

iβ

ν

= C(λ, ν, ρ) z
ν

4s− λ− ν − ρ

iβ

λ

λ+ ρ− 2s

−iβ

Figure 9. Euler transformation
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The second identity is the Euler transformation, see Figure 9. It repre-
sents the following formula∫

Dw 1

(z − w̄)λ(iβ − w̄)ν(w + iβ)ρ
= C(λ, ν, ρ)

× (z + iβ)2s−λ−ρ
∫
Dw 1

(z − w̄)ν(iβ − w̄)λ(w + iβ)4s−λ−ν−ρ ,

where we denoted

C(λ, ν, ρ) = (2iβ)2s−ν−ρ Γ(4s− λ− ν − ρ)Γ(λ+ ν + ρ− 2s)

Γ(ρ)Γ(2s− ρ)
.

This identity is related to the Euler transformation of the hypergeometric
function

2F1(a, b, c;x) = (1− x)c−a−b2F1(c− a, c− b, c;x).

Indeed, their equivalence easily follows from the following integral repre-
sentation of the hypergeometric function

2F1

(
a, b, c;

1

2
+
iz

2β

)
= (2iβ)a eiπs

Γ(c)Γ(2s+ a− c)
Γ(a)Γ(2s)

×
∫
Dw 1

(z − w̄)b(iβ−w̄)c−b(w+iβ)2s+a−c .

(A.2)

This representation is depicted in Figure 10, where we denoted

A(a, b, c) = (2iβ)a eiπs
Γ(c)Γ(2s+ a− c)

Γ(a)Γ(2s)
.

Let us derive the formula (A.2). Using the standard Euler representation
for the hypergeometric function

2F1(a, b, c;x) =
Γ(c)

Γ(b)Γ(c− b)

1∫
0

dt
tb−1(1− t)c−b−1

(1− tx)a
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2F1

(
a, b, c;

1

2
+
iz

2β

)
= A(a, b, c) z

b

2s+ a− c

−iβ

iβ

c− b

Figure 10. The hypergeometric function

we can rewrite (A.2) as the integral identity∫
Dw 1

(z − w̄)b(iβ − w̄)c−b(w + iβ)2s+a−c

= e−iπs
Γ(a)Γ(2s)

Γ(b)Γ(c− b)Γ(2s+ a− c)

1∫
0

dt
tb−1(1− t)c−b−1(
t(z − iβ) + 2iβ

)a .
This identity is a special case of more general relation∫

Dw 1

(z − w̄)b(iβ − w̄)c−b(w − v̄)2s+a−c

= e−iπs
Γ(a)Γ(2s)

Γ(b)Γ(c− b)Γ(2s+ a− c)

1∫
0

dt
tb−1(1− t)c−b−1(
t(z − iβ) + iβ − v̄

)a
(A.3)

when v = iβ. The proof of (A.3) is straightforward. At first step we use
Feynman formula

1

Aα1
1 Aα2

2

=
Γ(α1 + α2)

Γ(α1)Γ(α2)

1∫
0

dt
tα1−1(1− t)α2−1

(tA1 + (1− t)A2)α1+α2
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to joint two functions in denominator∫
Dw 1

(z − w̄)b(iβ − w̄)c−b(w − v̄)2s+a−c

=
Γ(c)

Γ(b)Γ(c− b)

1∫
0

dt tb−1(1− t)c−b−1

×
∫
Dw 1

(tz + (1− t)iβ − w̄)c(w − v̄)2s+a−c .

Secondly, we apply the chain rule (A.1) for the integral in the last line∫
Dw 1

(tz + (1− t)iβ − w̄)c(w − v̄)2s+a−c

= e−iπs
Γ(a)Γ(2s)

Γ(c)Γ(2s+ a− c)
1

(tz + (1− t)iβ − v̄)a
.

and arrive at the formula (A.3).

Appendix B. Frassek–Giardinà–Kurchan formula

In this appendix we clarify the relation between the formula for the
reflection operator derived in Section 2.1

K(s, x)=
Γ
(
N+ x−s+1

2 + α
β

)
Γ
(
N+ s−x+1

2 + α
β

) , N=
1

2iβ

[
(z2 + β2)∂z + (s+ x)z

]
(B.1)

with the one obtained in [8, Section 3.3]. First, we note that the K-matrix
considered in the work [8]

K̃

(
u+

1

2

)
=

(
q1 + q2u q3u

q4u q1 − q2u

)
contains two more parameters than ours (1.7)

K

(
u+

1

2

)
=

(
iα u

−β2u iα

)
.

However, these additional parameters can be removed by conjugation

K̃

(
u+

1

2

)
= G

(
q1 u

(q2
2 + q3q4)u q1

)
G−1
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with the matrix

G = e−(q2/q3)σ− q
σ3/2
3 , σ− =

(
0 0
1 0

)
, σ3 =

(
1 0
0 −1

)
.

For the Lax matrix (1.1)

L(u) =

(
u+ S S−
S+ u− S

)
=

(
u+ z∂z + s −∂z
z2∂z + 2sz u− z∂z − s

)
this conjugation is equivalent to the transformation of coordinate z

G−1 L(u)G = e(q2/q3)∂z qz∂z3 L(u) q−z∂z3 e−(q2/q3)∂z ,

where

e(q2/q3)∂z ψ(z) = ψ(z − q2/q3), qz∂z3 ψ(z) = ψ(q3z).

Therefore if we identify the parameters in K-matrices

q1 = iα, q2
2 + q3q4 = −β2,

the corresponding monodromy matrices (1.9)

T (u) = Ln(u) · · ·L1(u)K(u)L1(u) · · ·Ln(u) =

(
A(u) B(u)
C(u) D(u)

)
,

T̃ (u) = Ln(u) · · ·L1(u)K̃(u)L1(u) · · ·Ln(u) =

(
Ã(u) B̃(u)

C̃(u) D̃(u)

)
are related by similarity transformation

T̃ (u) = Z GT (u)G−1 Z−1, (B.2)

where the operator Z shifts and rescales all coordinates

Z = e(q2/q3)(∂z1+ ...+∂zn ) q
z1∂z1+ ...+zn∂zn
3 .

Note that from the relation (B.2) we, in particular, obtain

q3 B̃(u) = Z B(u)Z−1,

so that the operators B̃(u) and B(u) are equivalent modulo change of
coordinates.

Next note that the defining equation for our reflection operator (1.17)
can be rewritten in the form

K(s, x) M(u+ v)K(u)M(u− v)

= M(u− v)K(u)M(u+ v) K(s, x),
(B.3)
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where M(u) is the Lax matrix with the generators of spin (s+ x)/2

M(u) =

(
u+ J J−

J+ u− J

)
=

(
u+ z∂z + s+x

2 −∂z
z2∂z + (s+ x)z u− z∂z − s+x

2

)
and v = (x− s)/2. The equation (B.3) is equivalent to the one considered
in [8, eq. (3.13)] due to the Lax matrix property

M(u)M(1− u) = (u− s)(1− u− s)1.

Finally, we can rewrite our reflection operator in the spirit of the work
[8, Equations (3.23), (3.25)]

K(s, x) = e−
1
iβ J+ e

iβ
2 J−

Γ
(
J + x−s

2 + 1
2 + α

β

)
Γ
(
J − x−s

2 + 1
2 + α

β

) e− iβ2 J− e
1
iβ J+ .

The equivalence to the formula (B.1) follows from the identity

N =
1

2iβ
(J+ − β2J−) = e−

1
iβ J+ e

iβ
2 J− J e−

iβ
2 J− e

1
iβ J+ .

This identity can be directly checked using relations

eλJ± J e−λJ± = J ∓ λJ±, eλJ+ J− e
−λJ+ = J− + 2λJ − λ2J+,

which are easily proved differentiating left-hand sides with respect to λ
and using commutation relations for Ja.

Appendix C. Hypergeometric functions relation

Let us prove the formula (6.6) relating hypergeometric functions with
different arguments

2F1

(
s+ iλ, s− iλ, s+ g;

1

2
+
iz

2β

)

=
(2β)2s Γ(2s)

Γ(s+ iλ) Γ(s− iλ)

∞∫
0

dy ys+g−1 (1 + y)s−g

× eiπs(
z + iβ(1 + 2y)

)2s 2F1(s+ iλ, s− iλ, s+ g; −y)

(C.1)
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where Im z > 0. We start from the identity [15, eq. (2.1)]
∞∫

0

dy
yα−1

(y + z)ρ
2F1(p, q, r;−y) =

Γ(r)

Γ(p) Γ(q) Γ(ρ)
zα−ρ

×
∫
iR

dt

2πi

Γ(t+ α) Γ(ρ− t− α) Γ(p+ t) Γ(q + t) Γ(−t)
Γ(r + t)

zt

(C.2)

with five parameters α, ρ, p, q, r. As it is explained in [15], this identity can
be easily proved using Parseval’s formula for Mellin transform. In the case
α = r integral from the right represents the hypergeometric function [7,
(15.6.7)]∫

iR

dt

2πi
Γ(ρ− t− α) Γ(p+ t) Γ(q + t) Γ(−t) zt

=
Γ(p) Γ(q) Γ(ρ− r + p) Γ(ρ− r + q)

Γ(ρ− r + p+ q)
2F1(p, q, ρ− r + p+ q; 1− z).

Inserting this representation into (C.2) and performing Euler transforma-
tion

2F1(a, b, c; z) = (1− z)c−a−b2F1(c− a, c− b, c; z)

from both sides we arrive at
∞∫

0

dy
yr−1

(y + z)r−p−q
(1 + y)r−p−q 2F1(r − p, r − q, r;−y)

=
Γ(r) Γ(ρ− r + p) Γ(ρ− r + q)

Γ(ρ) Γ(ρ− r + p+ q)

× 2F1(ρ− r + p, ρ− r + q, ρ− r + p+ q; 1− z).

This identity is equivalent to (C.1) under identification

r = s+ g, ρ = 2s, p = −iλ+ g, q = iλ+ g

and change of variable

z → 1

2
− iz

2β
.
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