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Abstract. Indecomposible semifinite harmonic functions on the
direct product of graded graphs are classified. As a particular case,
the full list of indecomposible traces for the infinite inverse symmet-
ric semigroup is obtained.

§1. Introduction

In the present paper we describe real-valued nonnegative indecompos-
able semifinite harmonic functions on the direct product of graded graphs.
Infinite values are allowed for semifinite harmonic functions, but should be
approximated by finite ones, see Definition 5. Finite harmonic functions on
a graded graph represent II1–factor representations of the corresponding
approximately finite-dimensional algebra, and are known in many inter-
esting cases. And semifinite harmonic functions represent a subclass of
II∞–factor representations where a classification should be still possible
for most cases.

Currently the main tool to study semifinite traces is Wassermann’s
method [3, III §6], [6]; see also [1, 22]. But in the initial paper by Kerov
and Vershik [2] the use of the ergodic method was proposed. For the direct
product of graded graphs we have the product structure on the space of
paths, and it is reasonable to expect that the ergodic method works nicely
in this case. Nevertheless, it turns out that it is more convenient to use
Wasserman’s method for such graphs as well. Namely, we restrict out at-
tention to the finiteness ideal, where the classification is known, and then
use a bijection between the indecomposable harmonic functions and their
restrictions to an ideal to obtain the main result.

We denote the set of all indecomposable finite and semifinite harmonic
functions on a graded graph Γ by Hex(Γ).
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Theorem 1 (Main theorem). Let Γ1 and Γ2 be graded graphs and ϕ ∈
Hex(Γ1 × Γ2), then only one of the following situations can occur:

1) There exist ϕ1 ∈ Hex(Γ1), ϕ2 ∈ Hex(Γ2) and real positive numbers
w1, w2 with w1 + w2 = 1 such that

ϕ(λ, µ) = w
|λ|
1 w

|µ|
2 ϕ1(λ)ϕ2(µ). (1)

Moreover, these ϕ1 and ϕ2 are defined uniquely up to multiplicative
constants.
We agree that 0 · (+∞) = 0.

2) There exist ϕ1 ∈ Hex(Γ1) and ν2 ∈ Γ2 such that

ϕ(λ, µ) =


0, if µ 66 ν2,

+∞, if µ < ν2,

ϕ1(λ), if µ = ν2.

(2)

3) There exist ν1 ∈ Γ1 and ϕ2 ∈ Hex(Γ2) such that

ϕ(λ, µ) =


0, if λ 66 ν1,

+∞, if λ < ν1,

ϕ2(µ), if λ = ν1.

(3)

Furthermore, every harmonic function on Γ1 × Γ2 of the form 1), 2), or
3) is finite or semifinite, and indecomposable.

Direct products of graded graphs arise naturally in the study of semifi-
nite traces, see [22, Lemma 4.15], as well as in the representation theory of
inverse symmetric semigroups [17,23]. For direct products finite traces have
been classified [1,17], see also Theorem 15, and one of the main motivations
for the present paper was to obtain a similar picture in the semifinite case.
For the inverse symmetric semigroups the graph in question is the product
N×Y, where Y is the Young graph and N is the representation of the nat-
ural numbers as a half-line Bratteli diagram. The main theorem combined
with the known results for the Young graph, gives the full characterization
of the indecomposable semifinite traces for the infinite symmetric inverse
semigroup, see Proposition 32.

The paper is organized as follows. In Section 2 we recall the main notions
related to branching graphs and semifinite harmonic functions on them.
In Section 3 we define the direct product of branching graphs and prove
our main result, Theorem 1. In Section 4 we discuss the case of the infinite
inverse symmetric semigroup. In Appendix A we discuss the proof of an
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analog of the main result for the case of finite harmonic functions and some
related facts.

§2. Preliminaries on graded graphs

In this section we recall main notions related to graded graphs and
semifinite harmonic functions on them. A detailed combinatorial exposi-
tion can be found in [1], see also original papers on traces on AF-algebras
[3, 13,14] and [10,12,15].

Definition 2. By a graded graph we mean a pair (Γ,κ), where Γ is a
graded set Γ =

⊔
n>0

Γn, Γn are finite sets and κ is a function Γ×Γ→ R>0,

that satisfies the following constraints:
1) if λ ∈ Γn and µ ∈ Γm, then κ(λ, µ) = 0 for m− n 6= 1.
2) for any vertex λ ∈ Γn there exists µ ∈ Γn+1 with κ(λ, µ) 6= 0.

Edges of the graded graph (Γ,κ) are, by definition, pairs of vertices (λ, µ)
with κ(λ, µ) > 0. Then we may treat κ(λ, µ) as a formal multiplicity of
the edge.

If λ ∈ Γn, then the number n is uniquely defined. We denote it by |λ|.
We write λ↗ µ, if |µ| − |λ| = 1 and κ(λ, µ) 6= 0. In this case we say that
there is an edge from λ to µ of multiplicity κ(λ, µ).

Condition 1) from Definition 2 means that we allow edges only between
adjacent levels and condition 2) means that each vertex must be connected
by an edge with some vertex from the higher level.

A path in a graded graph Γ is a (finite or infinite) sequence of vertices
λ1, λ2, λ3, . . . such that λi ↗ λi+1 for every i. We will write ν > µ if
|ν| > |µ| and there is a path that connects µ and ν. We write ν > µ, if
ν = µ or ν > µ. Relation > turns Γ into a poset.

Let µ, ν ∈ Γ and |ν| − |µ| = n > 1. Then the following expression

dim(µ, ν) =
∑

λ0,...,λn∈Γ:
µ=λ0↗λ1↗···↗λn−1↗λn=ν

κ(λ0, λ1)κ(λ1, λ2) . . .κ(λn−1, λn).

(4)
is the "weighted" number of paths from µ to ν. By definition we also set

dim(µ, µ) = 1 and dim(µ, ν) = 0, if ν 6> µ. The function dim(·, ·) : Γ×Γ→
R>0 is called the shifted dimension.

Definition 3. A branching graph (or a Bratteli diagram) is defined as a
graded graph (Γ,κ) that satisfies the following conditions
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• Γ0 = {�} is a singleton,
• for any λ ∈ Γn with n > 1 there exists µ ∈ Γn−1 such that µ↗ λ.

For a branching graph (Γ,κ) we denote the expression dim(�, λ) by
dim(λ) and call it the dimension of λ.

2.1. Semifinite harmonic functions. Let (Γ,κ) be a graded graph.

Definition 4. A function ϕ : Γ → R>0 ∪ {+∞} is called harmonic, if it
satisfies the following condition

ϕ(λ) =
∑
µ:λ↗µ

κ(λ, µ)ϕ(µ).

The set of all vertices λ ∈ Γ with ϕ(λ) < +∞ is called the finiteness ideal
of ϕ. We denote the zero set {λ ∈ Γ | ϕ(λ) = 0} by kerϕ, and call it the
kernel or zero ideal, and the support {λ ∈ Γ | ϕ(λ) > 0} by suppϕ.

Note that there is an obvious bijection between harmonic functions on
a graded graph Γ with the given support J and strictly positive harmonic
functions on J .

The symbol K0(Γ) stands for the R-vector space spanned by the vertices
of Γ subject to the following relations

λ =
∑
µ:λ↗µ

κ(λ, µ) · µ, ∀λ ∈ Γ.

The symbol K+
0 (Γ) denotes the positive cone in K0(Γ), generated by the

vertices of Γ, i.e. K+
0 (Γ) = spanR>0

(λ | λ ∈ Γ). The partial order, defined
by the cone K+

0 (Γ), is denoted by >K . That is a >K b ⇐⇒ a−b ∈ K+
0 (Γ).

For instance, if λ > µ, then µ >K dim(µ, λ) · λ.
The R>0-linear map K+

0 (Γ) → R>0 ∪ {+∞}, defined by a harmonic
function ϕ, will be denoted by the same letter ϕ.

Definition 5. A harmonic function ϕ is called semifinite, if it is not finite
and for any a ∈ K+

0 (Γ) the map ϕ : K+
0 (Γ) → R>0 ∪ {+∞} enjoys the

following property
ϕ(a) = sup

b∈K+
0 (Γ) : b6Ka,
ϕ(b)<+∞

ϕ(b). (5)

Definition 6. A semifinite harmonic function ϕ is called indecomposable,
if for any finite or semifinite harmonic function ϕ′ which does not vanish
identically on the finiteness ideal of ϕ and satisfies the inequality ϕ′ 6 ϕ
we have ϕ′ = const ·ϕ on the finiteness ideal of ϕ.
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Definition 7. A subset of vertices I of a graded graph Γ is called an ideal,
if for any vertices λ ∈ I and µ ∈ Γ such that µ > λ we have µ ∈ I. A
subset J ⊂ Γ is called a coideal, if for any vertices λ ∈ J and µ ∈ Γ such
that µ < λ we have µ ∈ J .

Note that the kernel of a harmonic function is an ideal and the support
is a coideal.

Definition 8. A graded graph Γ is called primitive if for any vertices
λ1, λ2 ∈ Γ there exists a vertex µ ∈ Γ such that µ > λ1, λ2.

Theorem 9. [3, Theorem 7 p.143, Corollary p.144 ], [1, Theorem 3.14]
Let I be an ideal of a primitive graded graph Γ. Strictly positive indecom-
posable finite and semifinite harmonic functions on Γ are in a bijective
correspondence with the similar functions on I. This bijection is defined
by the restriction of functions on Γ to the ideal I. The inverse map, which
produces an indecomposable finite or semifinite harmonic function on Γ
out of any indecomposable finite or semifinite harmonic function on I, is
given by

ϕ( · ) 7→ lim
N→∞

∑
µ:µ∈I
|µ|=N

dim(·, µ)ϕ(µ). (6)

There is a bijective correspondence I ↔ Γ\I between ideals and coide-
als. Let J be a coideal and I = Γ\J be the corresponding ideal. Then the
following conditions are equivalent:

1) if {µ | λ↗ µ} ⊂ I, then λ ∈ I
2) for any λ ∈ J there exists a vertex µ ∈ J such that λ↗ µ.

Definition 10. An ideal I and the corresponding coideal J are called
saturated, if they satisfy the conditions above. A saturated ideal I is called
primitive, if for any saturated ideals I1, I2 such that I = I1 ∩ I2 we have
I = I1 or I = I2. A saturated coideal J is called primitive, if for any
saturated coideals J1, J2 such that J = J1 ∪ J2 we have J = J1 or J = J2.

The bijection I ↔ Γ\I maps primitive saturated ideals to primitive
saturated coideals and vice versa.

Proposition 11. [14], [1, Proposition 2.6] A saturated coideal J of a
graded graph is primitive if and only if it is primitive as a graded graph
i.e. for any two vertices λ1, λ2 ∈ J we can find a vertex µ ∈ J such that
µ > λ1, λ2.
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Proposition 12. [12, p. 1720 Lemma 12], [1, Proposition 3.16] Let Γ be
a graded graph and ϕ be an indecomposable finite or semifinite harmonic
function on it. Then supp(ϕ) is a primitive saturated coideal.

§3. Semifinite harmonic functions on the direct product
of graded graphs

Definition 13. By the direct product of graded graphs (Γ1,κ1) and (Γ2,κ2)
we mean the graded graph (Γ1 × Γ2,κ1 × κ2), where

(Γ1 × Γ2)k =
⊔

n,m>0:
n+m=k

(Γ1)n × (Γ2)m

and

(κ1 × κ2)
(

(λ1, µ1); (λ2, µ2)
)

=


κ1(λ1, λ2), if µ1 = µ2,

κ2(µ1, µ2), if λ1 = λ2,

0 otherwise.

Definition 14. We say that a finite harmonic function ϕ on a branching
graph is normalized if ϕ(�) = 1.

Notation. We denote by FHex(Γ) the set of all normalized indecompos-
able finite harmonic functions on a branching graph (Γ,κ).

The next theorem describes the indecomposable finite harmonic func-
tions on the direct product of two branching graphs. Note that the state-
ment is almost obvious for the so-called multiplicative branching graphs.

The paper [1] contains a sketch of proof of the following theorem. For
reader’s convenience we present the argument in full details in Appendix
A.1.

Theorem 15. [1, Proposition A.4] Let Γ1 and Γ2 be branching graphs and
ϕ be a normalized indecomposable finite harmonic function on Γ1×Γ2, i.e.
ϕ ∈ FHex(Γ1 × Γ2). Then only one of the following situations can occur:

1) There exist ϕ1 ∈ FHex(Γ1), ϕ2 ∈ FHex(Γ2) and real positive
numbers w1, w2 with w1 + w2 = 1 such that

ϕ(λ, µ) = w
|λ|
1 w

|µ|
2 ϕ1(λ)ϕ2(µ). (7)

Moreover, these ϕ1, ϕ2, w1, w2 are uniquely defined.
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2) There exist ϕ1 ∈ FHex(Γ1) such that

ϕ(λ, µ) =

{
0, if µ 6= �,

ϕ1(λ), if µ = �.
(8)

3) There exist ϕ2 ∈ FHex(Γ2) such that

ϕ(λ, µ) =

{
0, if λ 6= �,

ϕ2(µ), if λ = �.
(9)

Furthermore, every harmonic function on Γ1×Γ2 of the form 1), 2), or 3)
is indecomposable.

Remark 16. One can readily see that (8) and (9) are partial cases of (7)
corresponding to w2 = 0 and w1 = 0. We formulate Theorem 15 in this
form to simplify the comparison with Theorem 1.

Our main goal is to prove a semifinite analog of Theorem 15, which
deals not only with branching graphs but with arbitrary graded graphs as
well, see Theorem 1.

Notation. The set of all indecomposable finite (not identically zero) and
semifinite harmonic functions on a graded graph Γ is denoted by Hex(Γ).
The subset of Hex(Γ) consisting of strictly positive functions is denoted by
H◦ex(Γ).

The ideal of a graded graph Γ generated by a vertex λ will be denoted
by Γλ, i.e. Γλ = {µ ∈ Γ | µ > λ}. Such ideals will be called principal
ideals.

Lemma 17. Let Γ1 and Γ2 be primitive graded graphs. If ϕ ∈ H◦ex(Γ1×Γ2),
then there exist ϕ1 ∈ H◦ex(Γ1), ϕ2 ∈ H◦ex(Γ2) and unique real positive
numbers w1, w2 with w1 + w2 = 1 such that

ϕ(λ, µ) = w
|λ|
1 w

|µ|
2 ϕ1(λ)ϕ2(µ). (10)

Moreover, ϕ1 and ϕ2 are defined uniquely up to multiplicative constants.

Proof. Let us show that, if ϕ is given by (10), then numbers w1, w2 are
uniquely defined and ϕ1, ϕ2 are uniquely defined up to multiplicative con-
stants. Assume that

ϕ(λ, µ) = w
|λ|
1 w

|µ|
2 ϕ1(λ)ϕ2(µ) = w̃1

|λ|
w̃2
|µ|
ϕ̃1(λ)ϕ̃2(µ). (11)

The finiteness ideal of ϕi coincides with that of ϕ̃i, i = 1, 2. Then we
will assume that all further considerations will be performed inside the
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finiteness ideal of ϕ, which is equal to the direct product of finiteness
ideals of ϕ1 and ϕ2. It makes possible to rewrite (11) as(

w1

w̃1

)|λ|
ϕ1(λ)

ϕ̃1(λ)
=

(
w̃2

w2

)|µ|
ϕ̃2(µ)

ϕ2(µ)
. (12)

The left-hand side of (12) depends only on λ, but not on µ and the
right-hand side depends only on µ, but not on λ. Then both sides of (12)
are constant, hence

ϕ̃1(λ) = c1 ·

(
w1

w̃1

)|λ|
ϕ1(λ) (13)

ϕ̃2(µ) = c2 ·

(
w2

w̃2

)|µ|
ϕ2(µ) (14)

for some real positive constants c1, c2.
Next, ϕ̃1 is a harmonic function with respect to the multiplicity function

κ1, but on the right-hand side of (13) we have a harmonic function with

respect to the multiplicity function
w1

w̃1
·κ1. Hence w̃1 = w1. Thus, ϕ1 and

ϕ̃1 are proportional. Similarly we show that w̃2 = w2 and that ϕ2 and ϕ̃2

are proportional.
Let ϕ ∈ H◦ex(Γ1×Γ2) and take any (λ, µ) ∈ Γ1×Γ2 such that ϕ(λ, µ) <

+∞. This pair (λ, µ) will be fixed till the end of the proof. By Theorem 15
we have

ϕ(ν1, ν2)

ϕ(λ, µ)
= w

|ν1|−|λ|
1 w

|ν2|−|µ|
2 ψ1(ν1)ψ2(ν2) (15)

for any ν1 > λ, ν2 > µ, some numbers w1, w2 ∈ R>0 with w1 + w2 = 1,
and some finite strictly positive normalized harmonic functions ψ1 and ψ2

on Γλ1 and Γµ2 .
Let us denote by ϕ1 and ϕ2 the extensions of ψ1 and ψ2 to primitive

graded graphs Γ1 and Γ2 respectively provided by Theorem 9. We will
show that for any ν1 ∈ Γ1 and any ν2 ∈ Γ2

ϕ(ν1, ν2) > ϕ(λ, µ) · w|ν1|−|λ|1 w
|ν2|−|µ|
2 ϕ1(ν1)ϕ2(ν2), (16)

Then the claim follows from the indecomposability of ϕ.
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First, we write

ϕ(ν1, ν2) = lim
N→+∞

∑
λ1∈Γ1,λ2∈Γ2 :
|λ1|+|λ2|=N

dim
(

(ν1, ν1), (λ1, λ2)
)
ϕ(λ1, λ2) =

lim
N→+∞

∑
n1,n2 :

n1+n2=N

∑
λ1∈Γ1,λ2∈Γ2 :
|λ1|=|ν1|+n1,
|λ2|=|ν2|+n2

(
N
n1

)
dim1(ν1, λ1) dim2(ν2, λ2)ϕ(λ1, λ2).

(17)
Omitting all terms except those for which λ1 > λ and λ2 > µ, we obtain

ϕ(ν1, ν2) > ϕ(λ, µ) · w|ν1|−|λ|1 w
|ν2|−|µ|
2 lim

N→+∞


∑

n1,n2 :
n1+n2=N

(
N
n1

)
wn1

1 wn2
2

×
∑

λ1∈Γλ1 :
|λ1|=|ν1|+n1

dim1(ν1, λ1)ψ1(λ1)
∑

λ2∈Γµ2 :
|λ2|=|ν2|+n2

dim2(ν2, λ2)ψ2(λ2)

 . (18)

Next, we omit all summands except those which satisfy |n1−w1N | < N2/3.
Note that the expressions∑

λ1∈Γλ1 :
|λ1|=|ν1|+n1

dim1(ν1, λ1)ψ1(λ1) and
∑

λ2∈Γµ2 :
|λ2|=|ν2|+n2

dim2(ν2, λ2)ψ2(λ2)

are non-decreasing in n1 and n2. Hence we can bound ϕ(ν1, ν2) from below

ϕ(ν1, ν2) > ϕ(λ, µ) · w|ν1|−|λ|1 w
|ν2|−|µ|
2 lim

N→+∞


∑

n1,n2 :
n1+n2=N

|n1−w1N|<N2/3

(
N
n1

)
wn1

1 wn2
2

∑
λ1∈Γλ1 :

|λ1|=|ν1|+bw1N−N2/3c

dim1(ν1, λ1)ψ1(λ1)
∑

λ2∈Γ
µ
2 :

|λ2|=|ν2|+bw2N−N2/3c

dim2(ν2, λ2)ψ2(λ2)

, (19)

where b·c is the floor function.
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Finally, by the central limit theorem we have

lim
N→+∞

∑
n1,n2 :

n1+n2=N

|n1−w1N |<N2/3

(
N
n1

)
wn1

1 wn2
2 = 1. (20)

Thus, (16) follows immediately from the very definition of ϕ1 and ϕ2

and their strict positivity. �

Now we would like to prove Main Theorem 1. To do this we will need the
following lemmas, see Proposition 5.3 from [1], [3, p.149 Boyer’s lemma],
and [6, Theorem 1.10].

Lemma 18 (Boyer’s lemma). Let Γ be a graded graph and ϕ be a harmonic
function on it. Assume that I ⊂ Γ is an ideal, J = Γ\I is the corresponding
coideal and we are given a fixed vertex λ ∈ J . Suppose that there exists a
vertex λ′ ∈ I and a positive real number βλ such that ϕ(λ′) > 0 and for
any vertex η ∈ I lying on a large enough level the following inequality holds∑

µ∈J
dim(λ, µ)κ(µ, η) > βλ dim(λ′, η). (21)

Then ϕ(λ) = +∞. If in addition (5) holds for a = λ′, then (5) holds
for a = λ as well.

Lemma 19. [1, Lemma A.2] Let Γ1 and Γ2 be graded graphs. If J ⊂
Γ1×Γ2 is a saturated primitive coideal, then it is of the form J = J1× J2

for some coideals J1 ⊂ Γ1 and J2 ⊂ Γ2 such that
• J1, J2 are saturated and primitive or
• J1 is principle1 and J2 is saturated and primitive or
• J1 is saturated and primitive and J2 is principle.

Proof. We can form J1 and J2 via natural projections Γ1 × Γ2 → Γ1 and
Γ1 ×Γ2 → Γ2. Then clearly J ⊂ J1 × J2, but primitivity of J implies that
J1 × J2 ⊂ J . Thus, J = J1 × J2. It is easy to check that J1 and J2 are
coideals satisfying the following condition: if λ, µ ∈ J1 (or ∈ J2), then there
exists ν ∈ J1 (or ∈ J2) such that ν > λ, µ. By Proposition 11 it remains
to show that J1 (and similarly J2) is either saturated or principal. Let us
check that if J1 is not saturated then it is principal. If J1 is not saturated
then there exists a vertex λ ∈ J1 such that none of the vertices lying above

1We say that a coideal of a graded graph Γ is principal if it is of the form {λ ∈ Γ |
λ 6 µ} for some µ ∈ Γ.
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λ belongs to J1. Let µ be an arbitrary vertex µ ∈ J1. Then the property
above states that there exists a vertex ν ∈ J1 such that ν > λ, µ. But this
implies that ν = λ. Thus, J1 is principal. �

Remark 20. Lemma 19 slightly differs from [1, Lemma A.2]. The for-
mer deals with arbitrary graded graphs, while the latter deals only with
branching graphs. The proof presented here is more straightforward than
that given in [1]. Moreover, we do not use the explicit description of the
primitive saturated coideals of a branching graph in terms of the path
space, see [13], [3, p.129], [1, Proposition 2.6].

Proof of Theorem 1. Let us check that expressions on the right hand
sides of (1), (2), and (3) define finite or semifinite harmonic functions
on Γ1 × Γ2. Functions from (2) and (3) are from Hex(Γ1 × Γ2) by Boyer’s
lemma, see the proof below. To see that the function from (1) is inHex(Γ1×
Γ2) note that a harmonic function Φ is semifinite if and only if it is not
finite and the following identity holds (see [1, Proposition 3.7])

Φ(λ) = lim
N→∞

∑
µ : µ>λ, |µ|=N
0<ϕ(µ)<+∞

dim(λ, µ)Φ(µ). (22)

To prove this equality for the function from (1) we use an argument
with the central limit theorem similar to that which was used in the proof
of Lemma 17. Namely, we assume that ϕ(λ, µ) = +∞ and bound the right
hand side of the equality (22) from below to see that it equals +∞.

It is clear that the functions defined by (2) and (3) are indecomposable,
if the functions ϕ1 and ϕ2 are. We will check that the function from (1)
is neccesarily indecomposable, if ϕ1 and ϕ2 are indecomposable. For this
we note that supp(ϕ) = supp(ϕ1) × supp(ϕ2) and the direct product of
two primitive graded graphs is primitive as well. Thus, by Proposition
12 supp(ϕ) is a primitive graded graph. It is enough to check that ϕ is
indecomposable being restricted to supp(ϕ), hence further considerations
will be performed inside supp(ϕ). From Theorem 9 and Lemma 34 applied
to any principal ideal of supp(ϕ) that lies in the finiteness ideal of ϕ, it
follows that ϕ is indecomposable being restricted to any principal ideal of
supp(ϕ) that lies in the finiteness ideal. Recall that a principal ideal is an
ideal generated by some vertex µ, i.e {λ | λ > µ}. Thus, if ϕ > ψ, then
ψ = cI · ϕ on any principal ideal I ⊂ supp(ϕ) that lies in the finiteness
ideal of ϕ, where cI is a positive constant. Finally, we remark that in a
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primitive graph every two ideals have a non-empty intersection. Thus, cI
does not depend on I and ϕ is indecomposable on supp(ϕ).

Now we will prove that every harmonic function ϕ ∈ Hex(Γ1×Γ2) is of
the form (1), (2) or (3). Note that, if ϕ ∈ Hex(Γ1×Γ2), then by Proposition
12 and Lemma 19 the support suppϕ is of the form J1 × J2, where either
J1 and J2 are primitive saturated coideals of Γ1 and Γ2 respectively, or
one of them is saturated and primitive and another one is principal. The
first case of the theorem corresponds to the first case mentioned above and
follows from Lemma 17 immediately. Let us assume that J1 ⊆ Γ1 is a sat-
urated primitive coideal and J2 ⊂ Γ2 is a principal coideal corresponding
to some vertex ν2 ∈ Γ2. Then ϕ(λ, µ) = 0 if µ 66 ν2. Consider the ideal of
J1 × J2 consisting of all pairs (λ, ν2) ∈ J1 × J2, whose second component
equals exactly ν2. Obviously, it is isomorphic to J1 as a Bratteli diagram.
Let us denote this ideal by (J1 × J2)

(−,ν2). Then Theorem 9 provides us
a bijection between strictly positive finite and semifinite indecomposable
harmonic functions on J1× J2 and on (J1 × J2)

(−,ν2) ' J1. The last thing
which remains to show is to indicate how we should extend harmonic func-
tions from the ideal (J1 × J2)

(−,ν2) to the whole graph J1×J2. If J2 = {ν2}
is a singleton, then the extension is trivial, otherwise it is sufficient to take
any ν′ such that ν′ ↗ ν2 and prove that ϕ(λ, ν′) = +∞, λ ∈ J1. Consider
the ideal (J1 × J2)

(−,ν′) of J1 × J2 consisting of all pairs (λ, µ) ∈ J1 × J2,
whose second component µ is greater than or equal to ν′, that is µ = ν′

or µ = ν2. Then

(J1 × J2)
(−,ν′)

= J1 × {ν′} t J1 × {ν2}, (23)

and J1 × {ν2} is an ideal of (J1 × J2)
(−,ν′), and there is a natural map

J1 × {ν′} → J1 × {ν2}, (λ, ν′) 7→ (λ, ν2) which, for a trivial reason, is
an isomorphism of Bratteli diagrams. Take λ ∈ J1. Using the notation
from Lemma 18, we set Γ = (J1 × J2)

(−,ν′), I = J1 × {ν2}, β(λ,ν′) =
κ2(ν′, ν2) and consider (λ, ν2) as λ′ from the lemma. Then the left hand
side of (21) consists of only one summand and the inequality turns into
the equality, hence Lemma 18 implies that ϕ(λ, ν′) = +∞ for any ν′ ↗ ν2.
By assumption (5) holds for a = (λ, ν2), hence it holds for a = (λ, ν′) as
well. �

Remark 21. One can deal with the cases 2) and 3) from Theorem 1
applying the Vershik–Kerov ergodic method, see [9, Theorem on p. 60].
This argument turns out to be simplier then that presented above. The
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reason why we use Boyer’s lemma is that it guarantees that the functions
defined by the right hand sides of (2) and (3) are finite or semifinite for
any ϕ1 ∈ Hex(Γ1), ϕ2 ∈ Hex(Γ2).

3.1. Semifinite Vershik–Kerov ring theorem. There is a well known
analog of the Vershik–Kerov ring theorem for semifinite indecomposable
harmonic functions on a multiplicative branching graph, see [10, Theorem
p.134], [11, Proposition 8.4], and [10, Theorem p.144]. We formulate it
below (Theorem 25) and apply to the case of the direct product of two
multiplicative graphs (Corollary 26).

Definition 22. [12, p.40] A branching graph Γ is called multiplicative,
if there exists an associative Z>0-graded R-algebra A =

⊕
n>0

An, A0 = R

with a distinguished basis of homogeneous elements {aλ}λ∈Γ, that satisfy
the following conditions

1) deg aλ = |λ|;
2) a� is the identity in A;
3) for â =

∑
ν∈Γ1

κ(�, ν)aν and any vertex λ ∈ Γ we have â · aλ =∑
µ:λ↗µ

κ(λ, µ)aµ.

Moreover, we assume that the structure constants of A with respect to
the basis {aλ}λ∈Γ are non-negative.

Remark 23. If (Γ1, A, {aλ}λ∈Γ1) and (Γ2, B, {bµ}µ∈Γ2) are multiplicative
graphs, then (Γ1×Γ2, A⊗B, {aλ⊗ bµ}λ∈Γ1,µ∈Γ2

) is a multiplicative graph
as well, and the element âA⊗B = âA⊗1B +1A⊗ âB plays the role of â in
Definition 22.

Theorem 24 (Vershik–Kerov Ring Theorem). [10, Theorem p.134], [11,
Proposition 8.4] A finite normalized harmonic function ϕ on a multi-
plicative branching graph Γ is indecomposable if and only if ϕ(aλ · aµ) =
ϕ(aλ) · ϕ(aµ) for any λ, µ ∈ Γ.

Theorem 25. [10, Theorem p. 144] For any semifinite indecomposable
harmonic function ϕ on a multiplicative branching graph Γ there exists a
finite normalized indecomposable harmonic function ψ, such that ϕ(aλ ·
aµ) = ψ(aλ) · ϕ(aµ) for any λ, µ ∈ Γ with ϕ(aµ) < +∞.

Now we can associate a finite indecomposable harmonic function to any
harmonic function ϕ ∈ Hex(Γ) on a multiplicative graph Γ. We will denote
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it by ϕfin, i.e. ϕfin = ϕ, if ϕ is finite and ϕfin = ψ, where ψ is given by
Theorem 25, if ϕ is semifinite.

Corollary 26. Let (Γ1, A, {aλ}λ∈Γ1) and (Γ2, B, {bµ}µ∈Γ2) be multiplica-
tive graphs, and ϕ ∈ Hex(Γ1 × Γ2). Then

• in case 1) of Theorem 1

ϕfin(λ, µ) = w
|λ|
1 w

|µ|
2 ϕfin1 (λ)ϕfin2 (µ); (24)

• in case 2) of Theorem 1

ϕfin(λ, µ) =

{
0, if µ 6= �,

ϕfin1 (λ), if µ = �;
(25)

• in case 3) of Theorem 1

ϕfin(λ, µ) =

{
0, if λ 6= �,

ϕfin2 (µ), if λ = �.
(26)

§4. Slow graphs and inverse symmetric semigroups

Let N be the representation of natural numbers as a half-line Bratteli
diagram, with a single vertex on each level and a single edge between
adjacent levels. Recall that for a graded graph Γ the corresponding slow
graph can be defined as a product N × Γ. Such graphs were defined and
studied in [17]. Their name comes from the following natural description
of the path space for a slow graph. Informally, we take any path in the
initial graph, and at each step we either move along the path, or stay at
the same vertex once again. More formally, let T (Γ) stand for the space
of infinite paths in Γ starting at �. We take any path (� ↗ λ1 ↗ λ2 ↗
. . . ) ∈ T (Γ) and an increasing sequence of positive numbers i1 < i2 < · · · ,
and construct a path(

(0,�)↗ (1,�)↗ . . . (i1,�)↗ (i1, λ1)↗ (i1 + 1, λ1)↗ . . .

(i2, λ1)↗ (i2, λ2)↗ . . .
)
∈ T (N× Γ). (27)

Indecomposable finite harmonic functions are known for the slow graphs.

Theorem 27. [17] Let Γ be a branching graph and Φ be a normalized
indecomposable finite harmonic function on N×Γ, i.e. Φ ∈ FHex(N×Γ).
Then only one of the following two situations can occur:
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1) either there exist ϕ ∈ FHex(Γ) and a real number w, 0 < w 6 1,
such that

Φ(n, µ) = (1− w)nw|µ|ϕ(µ)

(and ϕ and w are uniquely defined);
2) or Φ(n, µ) = 1 if µ = �, and Φ(n, µ) = 0 otherwise.

Furthermore, every such harmonic function on N× Γ is indecomposable.

Remark 28. Theorem 27 easily follows from Theorem 15. The current
statement differs slightly from the original one in [17] – the degeneration
of the harmonic functions for w = 0 was not mentioned there. Namely
the case 2) in Theorem 27 can be obtained from 1) if we set w = 0, but
in this case there is no dependence on ϕ. Moreover, the notation in [17]
differs slightly from the notation in the present paper. Namely, there the
vertices of the n-th level of the corresponding slow graph were denoted by
{(n, λ)|λ ∈ Γ, |λ| 6 n} instead of (N× Γ)n = {(k, λ)|λ ∈ Γ, k + |λ| = n}.

Indecomposable semifinite harmonic functions for a slow graph can be
easily described as a corollary to Theorem 1. Some simplifications are due
to the fact that there is only one (trivial) normalized indecomposable finite
harmonic function on N and no semifinite ones.

Corollary 29. Let Γ be a graded graph and Φ be an indecomposable semifi-
nite harmonic function on N×Γ, then only one of the following situations
can occur:

1) There exist an indecomposable semifinite harmonic function ϕ on
Γ and a real number w, 0 < w 6 1 such that

Φ(n, µ) = (1− w)nw|µ|ϕ(µ).

Moreover, ϕ and w are uniquely defined.
2) There exist ν ∈ Γ, ν 6= � and a real positive number c such that

Φ(n, µ) =


0, if µ 66 ν,
+∞, if µ < ν,

c, if µ = ν.

3) There exist m ∈ N, m > 1 and ϕ ∈ Hex(Γ) such that

Φ(n, µ) =


0, if n > m,

+∞, if n < m,

ϕ(µ), if n = m.
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Furthermore, every such harmonic function on N × Γ is semifinite and
indecomposable.

A natural example of a slow graph is given by the representation theory
of inverse symmetric semigroups Rn. The semigroup Rn can be defined as
the semigroup of partial bijections of the set {1, 2, . . . , n}, and it naturally
contains the symmetric group Sn (the group of bijections of the same
set {1, 2, . . . , n}). Recall that the Bratteli diagram correspodning to the
chain of the group algebras {C[Sn]} is the Young graph Y (see e.g. [18]).
The semigroup algebras C[Rn] are semisimple, and the Bratteli diagram
correspodning to the chain of the semigroup algebras {C[Rn]} is given by
the slow graph N × Y (see [23]). Description of the semifinite harmonic
functions in this case was one of the motivations for the present paper.

Recall that indecomposable finite normalized harmonic functions on Y
are given by the celebrated Thoma’s theorem [2,19], and semifinite traces
on Y were described in [2, Theorem 3 on p. 27] and [3, Theorem 9 on
p. 150].

Theorem 30. [2, 19] Every indecomposable finite normalized harmonic
function on the Young graph Y is of the form ϕα,β, where α and β are
sequences of non-decreasing real non-negative numbers α = (α1 > α2 >

. . . > 0) and β = (β1 > β2 > . . . > 0) subject to
∞∑
i=1

αi +
∞∑
j=1

βj 6 1.

The function ϕα,β is defined as follows ϕα,β(λ) = sλ(α|β), where sλ(α|β)
is the image of the Schur function sλ under the map Sym → R, p1 7→ 1,

pn 7→
∞∑
i=1

αni + (−1)n−1
∞∑
j=1

βnj for n > 2.

Theorem 31. [2, Theorem 3 on p.27], [3, Theorem 9 on p.150] Every
indecomposable semifinite harmonic function on the Young graph Y is pro-
portional to some ϕνα,β, where ν is a non-empty Young diagram and α and
β are tuples of non-decreasing real positive numbers α = (α1 > α2 > . . . >

αk > 0) and β = (β1 > β2 > . . . > βl > 0) subject to
k∑
i=1

αi +
l∑

j=1

βj = 1.

The function ϕνα,β is defined as follows

ϕνα,β(λ) =


0, if λ /∈ Yνk,l,
+∞, if λ ∈ Yνk,l but λ does not cover the flange ν,
ϕα,β(λf ), if λ ∈ Yνk,l and λ covers the flange ν,

(28)
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where
• Yνk,l is the coideal of the Young graph formed by all Young diagrams
that can be fitted into the infinite hook consisting of k infinite rows
and l infinite columns with an added flange of the form ν to the
corner of the hook, see Fig. 1;

• ϕα,β is the finite indecomposable harmonic function on Y associ-
ated to (α, β);

• λf = λ− ν is the Young diagram λ with the flange ν removed.

ν

k

l

Fig. 1. An example of Yνk,l for k = 4, l = 3 and ν =

(5, 5, 2, 2, 1).
White rows and columns represent infinite rows and columns.

Now we can easily combine Theorem 30 and Theorem 31 with Corol-
lary 29 to describe semifinite harmonic functions on N× Y.

Proposition 32. Each semifinite indecomposable harmonic function on
N× Γ is proportional to Φνα,β,w, Φkα,β, Φν,kα,β, or Φµ, where
1) Φνα,β,w is defined by

Φνα,β,w(n, λ) = (1− w)nw|λ|ϕνα,β(λ) (29)

for some w ∈ (0, 1] and a semifinite indecomposable harmonic function
ϕνα,β on the Young graph Y from Theorem 31;



142 P. NIKITIN, N. SAFONKIN

2) Φkα,β and Φν,kα,β are defined by

Φkα,β(n, λ) =


0, if n > k,

+∞, if n < k,

ϕα,β(λ), if n = k,

Φν,kα,β(n, λ) =


0, if n > k,

+∞, if n < k,

ϕνα,β(λ), if n = k,

(30)
for some ϕα,β from Theorem 30, ϕνα,β from Theorem 31, and an integer
k > 0;

3) Φµ is defined by

Φµ(n, λ) =


0, if λ 66 µ,
+∞, if λ < µ,

1, if λ = µ,

(31)

for some µ ∈ Y, µ 6= �.

Appendix §A

A.1. Proof of Theorem 15. In this section we give a proof of Theo-
rem 15. Note that [1] contains only a sketch of proof. Theorem 15 imme-
diately follows from the two lemmas below.

Lemma 33. Let Γ1 and Γ2 be branching graphs and ϕ be an indecom-
posable finite normalized harmonic function on their product, i.e. ϕ ∈
FHex(Γ1 × Γ2). Then ϕ is either of the form 1), or 2), or 3) from Theo-
rem 15.

Proof. Here we reproduce the argument from the proof of Proposition A.4
from [1], which envolves the Vershik–Kerov ergodic method, see [21, p.20,
Theorem 2], [9, Theorem on p.60].

Recall that by T (Γ) we denote the space of infinite paths in a branching
graph Γ starting at �. By [9, p.60, Theorem] there exists a path τ =(

(�,�), (λ′1, µ
′
1), (λ′2, µ

′
2), . . .

)
∈ T (Γ1 × Γ2) such that for any λ ∈ Γ1,

µ ∈ Γ2

ϕ(λ, µ) = lim
N→+∞

dim
(

(λ, µ), (λ′N , µ
′
N )
)

dim
(

(λ′N , µ
′
N )
) . (32)
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Next, we can write

dim
(
(λ, µ), (λ′N , µ

′
N )
)

dim
(
(λ′N , µ

′
N )
) =

(
|λ′N |

)↓|λ| · (|µ′N |)↓|µ|(
|λ′N |+ |µ′N |

)↓(|λ|+|µ|)· dim1(λ, λ′N )

dim1(λ′N )
·

dim2(µ, µ′N )

dim2(µ′N )
,

where x↓k = x(x− 1) . . . (x− k + 1).
Passing to appropriate subsequences of vertices in τ we may assume

that the following limits exist

lim
N→+∞

dim1 (λ, λ′N )

dim1 (λ′N )
, lim
N→+∞

dim2 (µ, µ′N )

dim2 (µ′N )
,

lim
N→+∞

|λ′N |
|λ′N |+ |µ′N |

, lim
N→+∞

|µ′N |
|λ′N |+ |µ′N |

.

Denote them by ϕ1(λ), ϕ2(µ), w1, and w2. Suppose that w1 and w2 are
non-zero, this situation corresponds to the case 1) in Theorem 15. Then
it is easy to check that ϕ1 and ϕ2 are harmonic functions on Γ1 and Γ2.
They are indecomposable, since ϕ is indecomposable.

Suppose now that w1 = 0. Then w2 = 1 and one can check that ϕ2 is a
harmonic function on Γ2 as before. Equation (32) turns into (9) from the
case 3) in Theorem 15. By the same argument as before ϕ2 is indecompos-
able. The case w2 = 0 can be dealt with similarly; it corresponds to the
case 2) in Theorem 15. �

It is clear that the functions defined in cases 2) and 3) in Theorem 15
are indecomposable, if so are ϕ1 and ϕ2. Below we prove that the function
defined in 1) is indecomposable as well, if ϕ1 and ϕ2 are indecomposable.

For any branching graph Γ we endow FHex(Γ) with the pointwise con-
vergence topology, in which it is a metrizable space, since Γ is countable.

Lemma 34. Let Γ1 and Γ2 be branching graphs, ϕ1 and ϕ2 be some finite
normalized harmonic functions on them, and w1 and w2 be some positive
real numbers subject to w1 + w2 = 1. Then the harmonic function ϕ on
the graph Γ1 × Γ2 defined by (7) is indecomposable if and only if ϕ1 and
ϕ2 are indecomposable.

Proof. If ϕ is indecomposable, then functions ϕ1 and ϕ2 can not be de-
composable by the very definition of ϕ. Suppose that ϕ1 and ϕ2 are inde-
composable. By Choquet’s theorem, see [5] or [4, Theorem 9.2], there exists
a unique probability measure P on the set FHex(Γ1×Γ2), representing ϕ
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in the following sence. For any λ1 ∈ Γ1 and λ2 ∈ Γ2 we have

ϕ(λ1, λ2) =

∫
FHex(Γ1×Γ2)

ψ(λ1, λ2)P (dψ). (33)

From Lemma 33 it follows that indecomposable harmonic functions on
Γ1 × Γ2 are of the following three kinds

1) ψ(λ1, λ2) = u
|λ1|
1 u

|λ2|
2 ψ1(λ1)ψ2(λ2) for some real positive numbers

u1, u2 with u1 +u2 = 1 and some ψ1 ∈ FHex(Γ1), ψ2 ∈ FHex(Γ2).

2) ψ(λ1, λ2) =

{
ψ1(λ1), if λ2 = �,

0 otherwise
for some ψ1 ∈ FHex(Γ1).

3) ψ(λ1, λ2) =

{
ψ2(λ2), if λ1 = �,

0 otherwise
for some ψ2 ∈ FHex(Γ2).

Note that in the first case we can recover these u1, u2, ψ1, and ψ2 as follows

u1 =
∑
|λ1|=1

dim(λ1)ψ(λ1,�), u2 = 1− u1, (34)

ψ1(λ1) =
1

u
|λ1|
1

· ψ(λ1,�), ψ2(λ2) =
1

u
|λ2|
2

· ψ(�, λ2). (35)

The second and third cases above can be considered as a part of the
first one with u1 = 1 and u1 = 0 respectively. Then we have a natural map
from FHex(Γ1 × Γ2) to

M := [0, 1]×FHex(Γ1)×FHex(Γ2)
/
∼,

where (u1, ψ1, ψ2) ∼ (ũ1, ψ̃1, ψ̃2) if and only if either u1 = ũ1 = 0, ψ2 = ψ̃2

or u1 = ũ1 = 1, ψ1 = ψ̃1. It is readily seen that the map FHex(Γ1×Γ2)→
M is injective and continuous.

Keeping all the previous discussion in mind we multiply (33) by dim(λ1)
and sum over all λ1 liying on a common level N of the graph Γ1, and use
the fact that ∑

|λ1|=N

dim(λ1)ψ1(λ1) = 1. (36)

Next we do the same thing for λ2. Then we see by de Finetti’s theorem, see
Theorems 5.1 and 5.2 in [7], that the projection of the measure P to the
first coordinate is concentrated at the point w1, hence the integration in
(33) must run over the set of harmonic functions of the first type 1). Then
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the factors w|λ1|
1 w

|λ2|
2 and u|λ1|

1 u
|λ2|
2 in the resulting expression cancel out,

and, with some abuse of notation, we can write

ϕ1(λ1)ϕ2(λ2) =

∫
FHex(Γ1)×FHex(Γ2)

ψ1(λ1)ψ2(λ2)P (dψ). (37)

Taking λ2 = � in (37), we see that the measure P must be concentrated
only at ϕ1. Analogously, P is concentrated only at ϕ2. Thus, P is a delta
measure on FHex(Γ1 × Γ2). �

Notation. Let FH◦ex(Γ) denote the set of strictly positive functions from
FHex(Γ).

Next proposition follows immediately from the proof of Lemma 34.

Proposition 35. Consider the space
[0, 1]×FHex(Γ1)×FHex(Γ2)

/
∼,

where the equivalence relation ∼ is defined by (w,ϕ1, ϕ2) ∼ (w̃, ϕ̃1, ϕ̃2) if
and only if either w = w̃ = 0, ϕ2 = ϕ̃2 or w = w̃ = 1, ϕ1 = ϕ̃1.

The following maps
[0, 1]×FHex(Γ1)×FHex(Γ2)

/
∼ −→ FHex(Γ1 × Γ2)

and
(0, 1)×FH◦ex(Γ1)×FH◦ex(Γ2) −→ FH◦ex(Γ1 × Γ2),

defined by (w,ϕ1, ϕ2) 7→ ϕ, where ϕ is given by (7) with w1 = w and
w2 = 1− w, are homeomorphisms.

A.2. Product of branching graphs revisited. This section is devoted
to one simple (and almost elementary) fact about finite harmonic functions
on the direct product of two branching graphs, see Proposition 36 and
Proposition 37 below. From now on we consider arbitrary finite harmonic
functions on the direct product of two branching graphs, but not only
indecomposable ones.

Let Γ1 and Γ2 be branching graphs, ϕ1, ϕ2 be finite normalized har-
monic functions on them and let w1, w2 ∈ R>0 be such that w1 + w2 = 1.
Then

ϕ(λ1, λ2) = w
|λ1|
1 w

|λ2|
2 ϕ1(λ1)ϕ2(λ2) (38)

is a finite normalized harmonic function on Γ1 × Γ2
2.

2Note that for any finite harmonic function f on the Pascal graph P the function ϕ
defined by ϕ(λ1, λ2) = f(|λ1|, |λ2|)ϕ1(λ1)ϕ2(λ2) is harmonic on Γ1 × Γ2.
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Proposition 36. Keeping the aforementioned notation we can recover ϕ1,
ϕ2, w1 and w2 from ϕ by the following formulas

wk11 wk22 =
∑

|λ1|=k1,|λ2|=k2

dim1(λ1) dim2(λ2)ϕ(λ1, λ2), (39)

ϕ1(λ1) =

∞∑
n2=0

(
n2 + |λ1| − 1

n2

) ∑
|λ2|=n2

dim2(λ2)ϕ(λ1, λ2), (40)

ϕ2(λ2) =

∞∑
n1=0

(
n1 + |λ2| − 1

n1

) ∑
|λ1|=n1

dim1(λ1)ϕ(λ1, λ2). (41)

Proof. Identities (40) and (41) reduce to

1

(1− y)k+1
=

∞∑
n=0

(
n+ k
k

)
yn (42)

and (39) is obvious. �

Remark that the right hand side of (39) defines a harmonic function
on the Pascal graph P for any finite normalized harmonic function ϕ on
Γ1 × Γ2. Proposition 36 shows that the right hand sides of (40) and (41)
define harmonic functions on Γ1 and Γ2, if ϕ is of the form (38). In fact,
more general claim holds.

Proposition 37. The functions on Γ1 and Γ2 defined by the right hand
sides of (40) and (41) are finite and harmonic for any finite normalized
harmonic function ϕ on Γ1 × Γ2.

Proof. The statement is a trivial consequence of Proposition 35, Propo-
sition 36, and Choquet’s theorem [5], [4, Theorem 9.2]. �

Remark 38. One can prove this proposition using only elementary meth-
ods and de Finetti’s Theorem, see Theorems 5.1 and 5.2 in [7]. The key
observation is that the following expression∑

|λ1|=k1,|λ2|=k2

dim1(λ1) dim2(λ2)ϕ(λ1, λ2) (43)

defines a harmonic function on the Pascal graph P for any finite harmonic
function ϕ on Γ1 × Γ2. Then by Theorem 5.1 from [7] (43) is a mixture of
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indecomposables. Next, from the inequality

dim1(λ1)
∑
|λ2|=n2

dim2(λ2)ϕ(λ1, λ2) 6
∑

|µ|=|λ1|,|λ2|=n2

dim1(µ) dim2(λ2)ϕ(µ, λ2),

(44)
identity (42) and the integral representation of (43), it follows that the
expression defined by the right hand side of (40) is finite and not exceeding

1

dim1(λ1)
. Let us denote it by π1, i.e.,

π1(λ) :=

∞∑
n2=0

(
n2+|λ|−1

n2

) ∑
|λ2|=n2

dim2(λ2)ϕ(λ, λ2)6
1

dim1(λ)
<+∞. (45)

To establish the harmonicity condition for π1 we prove the following
identity by induction on k

π1(λ)−
∑
µ↘λ

κ1(λ, µ)π1(µ)

=

∞∑
n2=k

(
n2 + |λ| − 1− k

|λ| − 1

) ∑
|λ2|=n2

dim2(λ2)ϕ(λ, λ2)

−
∑
µ↘λ

∞∑
n2=k

(
n2 + |µ| − 1− k

|µ| − 1

) ∑
|λ2|=n2

dim2(λ2)ϕ(µ, λ2)

(46)

Finally, we recall that(
n2 + |λ| − 1− k

|λ| − 1

)
6

(
n2 + |λ| − 1
|λ| − 1

)
, (47)

hence each of the summands in (46) tends to 0 as k goes to +∞.

Remark 39. Take ϕ as in (38), then ψ1(λ) := ϕ(λ,�) is a finite harmonic
function on a branching graph (Γ1, κ̃1) that is similar to (Γ1,κ1) in the
sense of Kerov, see Definition in §4 from [8]. The multiplicity function of
the new graph differs from κ1 by w1, see (38). Below we prove that the
same is true for an arbitrary finite harmonic function on Γ1 × Γ2.

We would like to generalize the key observation from the previous re-
mark a bit. The claim is that the following expression defines a harmonic
function on the Pascal graph P for any ν1 ∈ Γ1, ν2 ∈ Γ2, and any finite
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normalized harmonic function ϕ on Γ1 × Γ2

Πν1,ν2(k1, k2) :=
∑

|λ1|=|ν1|+k1,
|λ2|=|ν2|+k2

dim1(ν1, λ1) dim2(ν2, λ2)ϕ(λ1, λ2). (48)

Next by Theorem 5.1 from [7] it is represented by a probability measure,
say P ν1,ν2 , on [0, 1], that is

Πν1,ν2(k1, k2) = ϕ(ν1, ν2)

∫
[0,1]

wk11 wk22 P ν1,ν2(dw). (49)

Then by (42) the expression π1(λ) defined by (45) equals

ϕ(λ,�)

∫
[0,1]

w
−|λ|
1 Pλ,�(dw). (50)

Recall that it is finite for all λ ∈ Γ1.
Thus, the harmonicity condition for π1 implies that the function

ψ1(λ) := ϕ(λ,�) is a finite harmonic function on a branching graph that
is similar to (Γ1,κ1) in the sense of Kerov.
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