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ERROR IDENTITIES FOR PARABOLIC INITIAL
BOUNDARY VALUE PROBLEMS

ABsTrRACT. The paper is concerned with error identities for a class
of parabolic equations. One side of such an identity is a natural
measure of the distance between a function in the corresponding
energy class and the exact solution of the problem in question. An-
other side is either directly computable or serves as a source of fully
computable error bounds. Particular forms of the identities can be
viewed as analogs of the hypercircle identity well known for ellip-
tic problems. It is shown that identities possess an important con-
sistency property. Therefore, the identities and the corresponding
error estimates can be used in quantitative analysis of direct and
inverse problems associated with parabolic equations. The first part
of the paper deals with linear parabolic equations. A class of non-
linear problems is considered in the second part. In particular, this
class includes problems, whose spatial parts are presented by the
a-Laplacian operator.

§1. INTRODUCTION

Quantitative analysis of differential equations usually operates with ap-
proximations instead of exact the solutions (which are unknown except
rather special cases). Therefore, it is important to understand how accu-
rately an approximate solution found by some method represents the exact
one. For this purpose, we need special mathematical tools known as esti-
mates of deviations from the exact solution (or a posteriori estimates of
the functional type). In the context of elliptic type problems, they have
beed derived and comprehensively studied over the past 20 years (see [17]
and many other references cited therein). First a posteriori estimates of
the functional type were derived for the evolutionary heat equation in [16]
(the simplest form of such an estimate is (2.7)). In [7-9] and some other
publications, analogous estimates were obtained and numerically tested for
more general parabolic equations. In this paper, we deduce error identities,
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which imply a posteriori error estimates in terms of norms stronger than
those used in the above mentioned publications.

In general terms, the problem is as follows. Consider an abstract bound-
ary value problem Au = f generated by an operator A : V — V* whoose
exact solution is u. Assume that v € V' is a function (approximation) com-
pared with u, so that e := v — u is the error. The ultimate goal of error
analysis (which is not always achievable) is to obtain the identity

ule) = F(v, D), (L.1)
where p(e) is a suitable measure of the error and the functional F is com-
putable and depends only on known function v and problem data D (do-
main, coefficients of the differential operator, boundary conditions, etc.).
If A is a bounded linear operator associated with Banach spaces V' and
V*, then the simplest form of (1.1) is obvious:

[ Aellv = [IR(v)[[v-, (1.2)

where R(v) := Av — f is the equation residual.

Practical applicability of (1.2) depends on the definitions of V' and V*.
Regrettably, in the majority of cases the identity (1.2) does not generate
efficient error control tools because it is unable to simultaneously satisfy
two important conditions: computability and consistency. Computability
means that one part of the identity (or of an error estimate generated by
the identity) does not contain unknown functions (such as the exact solu-
tion u) and can be directly computed. Consistency is usually understood
in the sense that an error measure (and the respective error estimate) must
tend to zero for any sequence of approximations that converges to the exact
solution in the natural energy space, in which this (generalized) solution is
uniquely defined. Getting a fully computable and consistent error estimate
for a class of problems may be a challenging task.

It is easy to illustrate difficulties related to (1.2) with the paradigm of
the basic elliptic problem

Au=f inQ, u=0onT:=09Q, (1.3)
where  is a bounded Lipschitz domain in R%. If we operate with gener-

alized solutions and define V' as the energy space Vc[)/é (Q), then V* is the
corresponding dual space H~! supplied with a supremum type norm. Un-
like integral type norms, this norm is incomputable because the supremum
is taken over an infinite amount of functions. If the amount of functions
is reduced to some finite dimensional subspace, then the equality in (1.2)
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is lost and we have some lower error bound only. An attempt to overcome
this difficulty and get a computable majorant of ||R(v)||v« using special
properties of v (Galerkin orthogonality) is known in the literature as the
explicit residual method (e.g., see [22]). In practice, this way leads to error
indicators rather than to efficient and guaranteed error bounds.

Another form of the identity (1.2) for the problem (1.3) arises if it
possesses a classical solution and v has an extra regularity, so that we
can select V* with a computable (integral type) norm. For the case
V* = L?(Q), such an identity has the form

[Aellq = |Av = fllo, (1.4)
where || - | denotes the L2-norm. It is not difficult to deduce a similar
relation for the parabolic problem

—Au+f=0 inQr=Qx(0,7), (1.5)
u(z,0) = ¢(z), (1.6)
u(z,t) =0on Sy :=T x (0,7T). (1.7)

Assume that a function v satisfies the initial and boundary conditions and
f, u, and v are sufficiently regular, so that the residual Rv := vy — Av + f
belongs to the space L?(Qr) and is easily computable. Then, we obtain
the following error identity:

Het - Ae”QT = ”RU”QT'

The left hand side has a more transparent representation provided that u
and v admit formal transformations below, namely

T
er — AelPdz = |led||?. + || Aell?. — 2 e Aedxdt
QT Qr
Qr 0 Q

and

//etAedxdt //Ve Veidxdt = ——||Ve( 7)3.

i Wi v i 2),w
In this case, we arrive at a particular form of (1.2), where the error measure
p(e) is decomposed into norms associated with different error components,
ie.,

lecly + 1Aellg, + Vel TG = [IRv[15,.- (1.8)
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At first glance (1.8) looks attractive. However, the identities (1.4) and (1.8)
have a serious drawback: they exploit strong form of the equation residual.
Approximations generated by the majority of numerical methods are not
adapted to minimise such norms (e.g., for the most popular finite element
approximations of the Courant type the residual norm in (1.4) may be
too strong and, therefore, the identity may be principally invalid). Almost
all numerical methods are aimed to minimise weaker norms of residuals
associated with functional spaces containing the corresponding generalised
solutions (e.g., see [1,2,20]). Hence if the residual norm in the space V* is
selected as in (1.4), then the important consistency property may be lost.
In such a case, the identity becomes practically useless because a sequence
v may converge to u in the energy norm but the error measure and the
residual norm may not tend to zero (they may grow or even be equal to
+00).

Error identities that are both computable and consistent are derived
by more sophisticated methods and have more complicated forms (see a
consequent exposition in [17,18]). For elliptic problems, they also include
the error e* = y* — p* associated with a function y* (approximation of the
exact flux p*). There common form is

wple, e*) =F(v,y*, D), (1.9)

where p(e, e*) is a combined measure of the errors e and e* and the func-
tional F depends only on approximations v and y* (which are supposed to
be known) and problem data (domain, coefficients of the differential oper-
ator, boundary conditions, etc.). The measure is a nonnegative functional
that must satisfy natural conditions: p(e,e*) > 0 and (e, e*) = 0 if and
only if v = u and y* = p*.

In [18], error identities of the type (1.9) (and more complicated esti-
mates) are studied for a vide class of variational problems. However, in
many cases, getting error identities in the form (1.9) is impossible because
the right hand side includes additional terms that depend on e and/or e*.
In particular, the problem (1.5)—(1.7) belongs to this class. The respec-
tive identity (2.3) cannot be used directly, but implies a computable error
majorant (2.7). These results (obtained in earlier publications) are briefly
discussed in Section 2.

In Section 3, we deduce an advanced error identity (3.3) which operates
with norm stronger than in (2.3). It yields a hypercircle type estimate for
the problem (1.5)—(1.7) and two-sided bounds of errors (4.1) and (4.2).
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Unlike (2.3) and (2.7), they bound a combined (primal-dual) norm of the
erTor.

In Section 4, error identities are derived using stronger assumptions
on the exact solution u and approximation v. The corresponding identity

(3.15) is related to a norm stronger than in (3.3) (it additionally includes

. T
the norms HetHQQT and |[He H?z]())

Finally, in Section 5 we consider a class of nonlinear diffusion equations,
where the spatial parts are associated with monotone elliptic operators.
For them, we derive the general error identity and discuss its particular
form generated by the problems which spatial parts are defined by the
a—Laplacian operator.

§2. NOTATION AND BACKGROUND

For the scalar and vector valued functions in 2, we use the standard
Lebesgue and Sobolev spaces LP(2) and W] (Q) (where [,p > 1) and mark
them above by o if the respective functions vanish on S, L? norms of the
functions in Q and Q7 are denoted by || - || and || - ||@., respectively.

We use standard notation for the Bochner spaces. For a separable Ba-
nach space X endowed with the norm ||-||x, the space L?(0,T; X) contains
functions with the norm HU||2L2(0,T;X) = fOT ||VUH§< dt < oco.

By { g [}, we denote the mean value of g in w C 2 and use the notation

[9(1)]5 = g(T") — g(0),

e.g., for v = v(x,t) we write [HUHQ]]OT instead of |Jv(z, T)|la — |Jv(z, 0)]q-
Spatial derivative of v with respect to z; is denoted by v; and time
derivative by v; or dyv. Spatial gradient and divergence are denoted by V
and div, respectively.
In what follows, we use the spaces

W3 (Qr) = L0, T, W3(2)) and W}°(Qr) = L*(0, T, Wh(%2))

supplied with the norm

1/2

T
lwlhar = | [ IVl + ]t d
0
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For the functions in I/?/évo(QT,Rd)7 the norm ||[Vw| g, is equivalent to
lwll1,or- Next, let

Wi(Qr) = {w € WH(Qr), w=0onSr}.

For functions in this space we introduce weighted norms (u, v > 0)
) 5 \1/2
Jw D war = (1l Vwly, +vllwld,) (2.1)

Following [6], by I/;/QA’I(QT) we denote the subspace of V([J/é’o(QT, R?) that
consists of the functions such that
lwlai,or = /(w2 + w24 | Vu |? +(Aw)?) dz dt < +oo.
Qr

Also, we use functional spaces associated with vector valued functions
(fluxes). They are Y*(Q7) := L?(Qr,R?) and the space
Y (@Qr) == {y" € Y*(Qr) | divy* € L*(Qr)}
. . . y - 1/2
supplied with the norm ||y*||div,Qr = (Hy H?QT + ||divy ||52T) / .
First, we consider the linear problem (1.5)—(1.7) with f € L?*(Q7r) and
S I/?/%(Q) Under these assumptions, the problem is uniquely solvable

in the space I/?/QAJ(QT) (see [5,6]). The function u satisfies the integral
identity

Vu-Vwdrdt— | vwydedt+ [ (u(z, T)w(z,T)—u(z,0)w(z,0))dx
Jremea o]
:/ﬁMMt Vw € Vo = Wi (Qr). (2.2)
Qr

For all t € [0, 77, the solution u has traces from L*(Q) on cross-sections of
Q7 that continuously change with respect to t.
Let v € Vp. We rewrite (2.2) in the form

/ V(u—v) - Vw dxdt—l—/(ut—vt)w dxdt= /(fw—Vv -Vw — vyw) dzdt,
Qr Qr Qr
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set w = —e = u — v, and arrive at the identity
1 T
IVelly, + 5 [1el3]y = [ (Vo-Ve+ue— e dear. (23)
Qr

This identity meets natural consistency requirements because both its

parts tend to zero for any sequence vy that converges to w in V?/él(QT)
However, the right hand side of (2.3) contains unknown e, so that it is
not applicable for direct measurement of errors. To get a fully computable
estimate, in [16] it was suggest to split the right hand side using an addi-
tional vector valued function y* € Y (Q7) (which can be viewed as an
approximation of the exact flux p* = Vu). Then (2.3) comes in the form

1 T * *
[Vell3, + 3 [ He||?2]0 = /(VU —y*) - Ve dxdt — /R(U,y Je dxdt,
Qr QT

where div denotes the spatial divergence and
R(v,y*) :=divy" + f — v;.

The integrals can be estimated from above by different methods. In the
simplest case, we apply the estimates

| /w— Ve dedt] < V0~ "l Vel (24)

| / v,y dudt] < C@)IR@, ") los I Vellor,  (25)

where C(Q) is a constant in the inequality’

lwlo < C@)|IVulla  Vw e WiS). (2.6)

As a result, we obtain the estimate (see [16,17])

T _1 . . 2
2-IVeld, + [lleld], < ;(HVU =¥ [lgr + C(Q)|IR(v,y )”QT) (2.7)

1An easily computable bound of C(£2) is known: if @ C {z € R | a; < 2; <

bi, by —a; = ll} then C(Q) <7 <

.M&
STl

=1
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in which v € (0, 2] and y* is any vector valued function in Y}; . Changing v
within the admissible limits generates a collection of norms with different
weights.

The efficiency of (2.7) and other similar estimates in practical compu-
tations has been tested in [3,7-9]. It was shown that the estimates provide
guaranteed and realistic error bounds for different classes of numerical
approximations (finite element, incremental, spectral, Iga). Certainly, the
quality of (2.7) depends on the choice of y*, which should be either de-
fined by a proper reconstruction of the numerical flux or by minimization
of the right hand side of (2.7) over a certain finite dimensional subspace
of Yy . Several more sophisticated estimates has been also derived from
(2.3). They are sharper than (2.7), but nevertheless, may also overestimate
the error. In part, this is because the identity (2.3) and all the estimates
that follow from it are related to only one part of the error (associated
with e). Below we deduce more general error identities that also include
the error e* and show that they imply the estimates related to stronger
€rror Norms.

§3. ERROR IDENTITIES FOR THE PROBLEM (1.5)—(1.7)

In this section, we deduce error identities (3.3), (3.15), and (3.18) for the
classical linear parabolic problem. They are based on different regularity
assumptions and contain different error measures p(e, e*). We show that
the identities are consistent with respect to sequences of approximations
that satisfy natural converging properties.

3.1. The basic identity. For v € V) and y* € Y (Qr) we rewrite (2.3)
in the form

2||Vel, + |[||e|\?z]]0T =2 /(VU —y*)-Vedxdt — 2 / R(v,y*)e dzdt(3.1)
Qr Qr

and notice that

lel1G=lly™ = Vullg,

— || Vell3,, +2/Ve (' — Vo)dzdt + |y - Vol (3.2)
Qr
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Summation of (3.1) and (3.2) yields the identity

* T * *
e, e, + [leld ]y = Ve —y*13, —2/Q R(v,y%)e dxdt | (3.3)

T

for the combined error norm

(e, e")llor = (IVellgy + lle*E,

which is stronger than in (2.3). The identity (3.3) satisfies the required
convergence properties and is consistent. Indeed, let v, and yj (k = 1,2, ...)
be two sequences of approximations such that vy (z,0) = ¢(x) and

)1/2

)

v — uwin I/f/%l(QT) and y;; — p" in Y*(Qr). (3.4)

Then the errors e, := v —u and e} := y;; — p* tend to zero in the
corresponding spaces. Moreover, e (-,T) tends to zero in L?(f2) so that
the left hand side of (3.3) tends to zero. Consider the right hand side of
(3.3). Notice that

/R(vk,yZ)e dxdt = /(fek — (vp)iex — yp - Veg)dxdt
Qr Qr

1d .
= /(fek - 55(3% — ureg, — Yy, - Veg)dxdt
Qr

1d
= /(fek —uge, —p* - Vey — 55(3% + e} - Vey,)dxdt
Qr
N 1d
= /(ek -Vey — Eaei)dxdt.
Qr

Hence the right hand side of (3.3) is equal to

Vo = il +llen( TR~ 2 [ i - Vendadt.
Qr

In view of (3.4) Vv — Vu = p* in Y*(Qr), |le;|/or — 0 and the quantity
tends to zero as k — +o00.
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3.2. The hypercircle identity. A particular form of (3.3) can be viewed
as an analog of the hypercircle error identity known for elliptic problems
(see [10,11])% Define the set

Qs = {(0.) €10 x Y3 (Qr) |

/(y* -Vw — fw+vw)dedt =0V w e Vo}. (3.5)
Qr

Using (3.3), we conclude that for any pair (v,y*) € Qy it holds

* T *
(e, e)o, + [lleld ]y = Ve =413, (3.6)

We see that in the parabolic case the error measure additionally includes
the term [ e[| ] OT. The right hand side of (3.6) contains only known func-
tions v and y* and is fully computable. Obviously, (3.6) is also consistent.
However, from the practical point of view this identity has the same draw-
back as the one for the elliptic case: Q contains a differential condition,
which must be satisfied a.e. in Q7. In Section 4, we will show how to
overcome this difficulty and deduce computable error bounds out of the
identity (3.3) and other more general identities discussed below.

3.3. Identities using additional regularity. Now we consider the case,
where the solution and its approximations possess additional differentia-
bility in time. Let u and v belong to the set

V?/%’H(QT) ={w e V([J/;l(QT) | Qw; € L*(Q) i=1,2,...,d}.

The exact flux and its approximations are also assumed to be more regular,
so that

Pyt €Yyt ={y €Yy, | yi € L*(Qr.RY)}

2For the problem (1.3) the hypercircle identity reads IVel? + lle |3 = Vv —y*[13
for any v € I/IO/% () and y* € H(Q,div) such that divy* + f = 0.
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In view of (1.5) and (1.6), for any test function w € V;/;H(QT) and

[e]
v e Wy T(Qr) we have the integral relation

/ ((Ut —v)w+ V(u—v)- Vw) wdzdt

Qr
= /(fw —vw — Vo - Vw)dzdt. (3.7)
Qr
Let us set here w = —e; = uy — v¢. Then (3.7) implies
/ (ef + Ve - Vet)dacdt = /(Utet + Vv - Ve, — fe,) dxdt. (3.8)
Qr Qr
Since e; = 0 on S, for any y* € Yd*ij it holds
T
/(etdivyk +y* - Vey)dxdt = //(y* -n)er dxdt = 0. (3.9)
Qr 0r

From (3.8) and (3.9), we obtain

/(ef—i— Ve - Vet) dxdt= / (Vo—y*) - Ve, dedt— /R(U, y")er dedt(3.10)
Qr Qr Qr

Consider the first term in the right hand side of (3.10). It is easy to see
that

/(VU —y*) - Ve, dzdt = /(VU —y*) - V(vg — uy) dedt

QT QT
—H(Vo—y) + / (Vo —y*) - (v — pf) dadt
Qr
=H(Vv—y*)+/(Vv—p*)-(yi‘—p?)d:vdH/(p*—y*)-(yi‘—p?)dwdt,
Qr Qr
(3.11)
where

INEERN

H(Vv —y*) := /(VU —y") - (Vo —y;) dedt = %

Qr
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Notice that

[ler13]y  (3.12)

N | =

/(y* —p") - (yf —p;)dadt = /e* celfdadt =

Qr Qr

and

/(Vv—p*)(y;k —pf) dzdt :/ Ve~(yf—Vvt)dxdt+/ Ve (Vu,—p;) dxdt
Qr Qr Qr

= / Ve - (y; — Vu)dxdt +/ Ve - Ve dxdt. (3.13)
Qr Qr

By (3.10)—(3.13), we obtain

* T *
2llefllor + [lle*a], = 2H(Vo —y")

+ 2 / Ve - (y; — Vo )dzdt — 2 / R(v,y*)es dxdt. (3.14)
Qr Qr

Summation of (3.3) and (3.14) yields an advanced error identity (cf. (2.1))

« T % T % *
Delizortle G+ lleld ], + el ]y = IVo—y [5G, +2H(Vo—y*)
+2/(y* —Vv)t.Ved:vdt—2/R(U,y*)(e—i—et) dxdt (3.15)

Qr Qr

whose left hand side is a combined norm generated by different norms of e
and e*. This norm is stronger than the norm in (3.3). Therefore, analysing
its properties with respect to sequences of approximations in addition to
(3.4) we need to impose one more condition:

1(Vor)ellor and ||(y5)ellor are bounded in L*(Qr, RY). (3.16)

This condition is related to the behaviour of approximations. It is not very
demanding and can be easily verified in practical computations. With such
an additional requirement imposed on the approximation sequences both
sides of the identity tend to zero as k — +oo (for the last norm in the left
hand side it follows from (3.12)).
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At the end of this section, we deduce an error identity related to a norm
even stronger than in (3.15). Notice that

IR, y)E, + leclldy, = lldivy” + fII3, —2 /(divy* + fudedt
Qr
L2 orld, el —2 / veugdadt = ||divy*+ |3, —2 /(divy*—i—f)utd:cdt
Qr Qr
+2 /(divy* + ) (uy — vy)dadt + HUtHQQT +2 / ve(vy — ug)dadt
Qr Qr
— HR(u,y*)HéT -2 /(divy* + f—v)edadt
Qr
= ||dive* |13, — 2/R(U,y*)etdxdt. (3.17)
Qr

We withdraw (3.17) from (3.15) and obtain
* T * T
Delivor +llelavor + [llelld Ty + [llelE ],
= Vv = y"l1%, + 2H(Ve — ") + [R(v, 515,

+2 /(y* — Vu), - Vedxdt — 2 / R(v,y")e dxdt. (3.18)

QT Qr

This identity operates with the full primal-dual error norm in

I/f/é’H(QT) x Y3 (Qr). Now the condition (3.16) is not sufficient to guar-
antee that the right hand side of (3.18) tend to zero for approximation
sequences (3.4). It is additionally required that

yr — p*in Y3, (Qr). (3.19)

This condition is more demanding. In the next section, we discuss a way
to overcome difficulties generated by (3.19).
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§4. ERROR ESTIMATES FOR THE PROBLEM (1.5)—(1.7)

Error identities (3.3), (3.15), and (3.18) contain unknown function e in
their right hand sides. Therefore, they cannot be directly applied for anal-
ysis of approximation errors. However, they serve as the basis for deriving
fully computable error estimates, which we deduce below.

4.1. Estimates generated by (3.3). First, we discuss computable
bounds of errors that follow from (3.3). The last term in the right hand
side of (3.3) is the only one that contains unknown function u. We use
(2.5) and Young’s inequality with 8 € (0, 1] to estimate it. This way yields
the following result.

Theorem 1. For any v € Vp, y* € Y, (Qr), and B € (0,1] it holds

* T *
1= BDIVeld, +lleld, + [lleld ], < Mi(v,y*,8), (4.1)

where

* * 1 *
M (v, 9%, 8) = Vv —y*[15, + ECQ(Q)IIR(v,y NG,

It is easy to see that My (v,y*, ) = 0 if and only if v = u and y* = p*.

Remark 1. By (3.3) and (2.5) we can also deduce a simple minorant of
the error.

N T
A+ DVeld, + ez, + [lelz],

* 1 *
> [Vo—y*l1G, — ECQ(Q)IIR(v,y o, (42)

Also, (4.1) implies the estimate

27T 2 2 2
max, [leC Ol T, < IVe=y*llg, + CHDIR@, ¥,

In order to guarantee that IM; (vk,y;, 8) tends to zero we need (3.19)
in addition to the standard condition (3.4). A way to avoid this extra
requirement is to make a suitable correction of the flux y*. For this purpose
we introduce a “correction function” 7* and define a modified majorant

M, (v,y*, 7%, 8) :==||Vu—y ||éT+EC2(Q)HR(v,y )+divr H?QT-"-;HT H?QT
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Theorem 2. For any positive B and v satisfying B +~v < 1, v € V,
y* €Y (Qr), and 7 € Y3 (Qr) it holds
* T * *
(1 =B =NVellgy, + ey, + [llelld ]y < Mi(v,y™7%,58).  (4.3)

Moreover,

inf Mo,y 7, 5) < E(Ie, )b, + lledld, ). (1.49)

THEY S,
where E is defined in (4.8).
Proof. We modify the last term in (3.3) with the help of 7*

/ R(y*,v)(v — u)dzdt

Qr

= /(div(y* + 1)+ f—v)(v—u)dadt — /7’* - V(v — u)dxdt,
Qr Qr
use the estimate

* 1 *
2 /7' - V(v — u)dzdt §7|\V6H2QT + ;”T ||2QT,
T
and get (4.3).
To prove (4.4) we set 7* = Vw,, where w,(z,t) solves the problem
Aw, = vy — f — divy®, w, = 0 on St. (4.5)

for t € (0,T]. Then the second term of My (v, y*, 7*, ) vanishes. To esti-
mate the last term, we notice that

/ Vw, - Vw,dxdt = /(divy* + f —v)w dxdt = /(dive* — ep)w,dxdt.
Qr Qr Qr
Hence

17120 = Vwr 3, < (C@lerdlr + e len)Vurlor

and we find that
1
;HT*HQQT <

For the sequences satisfying (3.4) this term tends to zero. Since

Vv =911, < 2(IVellg, + llel1&,); (4.7)

2 .
S (CDlleclldy + lle*ll3) - (4.6)
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we arrive at (4.4) with
o max{1,C%(Q)}. (4.8)
v

The estimate (4.4) shows that there always exist corrections such that the
right hand side of (4.3) tends to zero for any sequence of approximations
satisfying (3.4). O

4.2. Estimates generated by (3.15) and (3.18). The identity (3.15)
also yields computable bounds of the errors e and e*.

For the functions (v,y*) € IX/%’H(QT) x Y37 (Qr) we define the func-
tionals

MQ(’va*a «, ﬂa’}/) = ||V’U - y*||2QT + 2H(V1) — y*)

1. C*Q) . 1, .,
+ (E - ) IR (v, ") 15y, + ;H(y —Vo)l3,

B

and

Ms(v,y", 1) = Vo = y*[IG, + 2H(Vo — y*) + [R(v, 515,
1 * 2 2 m * (|12 1/2
2 (1" = vodlid, + (CHOPIRE. ) ly) ).

Here Q77, m = 1,2,..., M denote nonintersecting Lipschitz subdomains of
Qr such that Q; = UN_ Q7 and Cp(Q1) are constants in (4.17).

Theorem 3. For any v € VC[)/é’H(QT) and y* € Y35 (Qr) and positive
a, B, v, and p such that 0 < B4+~v < 1, a < 2, and pu < 1 the following
estimates hold

. T R

e Bhsomniacrer +IeW + LTy + LT
< M?(Uuy*7a7ﬁ77)u
* T * T

lel %17577),1,QT + e ||c2iiv,QT + |[||€H?z]]0 +[le ||?z]]0 (4.10)

g MQ(”) y*v 15 ﬂa ’Y)

If in addition Qr is divided into a collection of nonintersecting space-time
subdomains Q, and v and y* satisfy (4.16), then

* T % T

A= leltiion + el + [leldl, + [le i,

; (4.11)
g ]MS(va ,,U)
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Proof. The last two integrals in (3.15) can be estimated by the Cauchy
and Young’s inequalities

* 1 * «
[ R endodt < o IRE, + Slald,, (@12)
Qr

. C?(Q . B
[ Reyyedsar < SEA RGN, + DI, @1)
Qr

. L gl

/(y — Vo) - Vedzdt < %H(y = Vu)ilg, + EHVeHéT(ZLM)
Qr

and we arrive at (4.9).
Next, we use (4.13), (4.14), and (3.18) and obtain the estimate

T T
Deltis— e * e Givor + [llel& ]y + [lelE ],
< Vo =y 1§, + 2H(VY - ")

C?%(Q 1
n (1+ . )) IR0, + 1 = Tl

which is (4.10).
It remains to prove (4.11). Using (4.12) with a = 1, we can exclude e;
from the right hand side and rewrite (3.15) in the form
T . w2 17T
Deliior + [lela]y + e, + [llelg],
< Vv =y 113, + 2H(Ve —y*) + [[R(v, )%,

+2 /(y* — Vu), - Vedxdt — 2 / R(v,y")e dxdt, (4.15)
Qr Qr

This form is convenient for deriving an error majorant useful for ap-
proximations constructed by the domain decomposition method (e.g., see
[12,21]) using space-time decomposition of Q. Assume that the approxi-
mations v and y* are integrally balanced and satisfy the conditions

/R(v,y*)dmdt:() Ym=12...,M. (4.16)
Qr
Then, we can estimate the last two terms in (3.15) by the inequality

lwllop < Cr(QT) w1107, (4.17)
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which holds for any w € 14" (Q!) provided that {wl}g, = 0. Here

Cp(QYF) is the Poincare constant associated with Q% and the norm at the
right is reduction of [ e]1,1,0, to this subdomain. We have

N
/R( e dedt <> Cr(QF) IR,y oz lel110p
Qr =1

1/2
< (CR@MIRE@ B ) Telirar
Hence the last two integrals in (4.15) are bounded by the quantity

1/2
2 <||<y* = Voliler + (CH@EIRE, )2y ) ) lel1.0r

By Youngs’s inequality with v € (0, 1] we arrive at (4.11). O

4.3. Comments. It is worth adding several comments related to practi-
cal applications of the estimates in Theorems 2 and 3.

1. A suitable correction function in (4.3) can be found either by direct
minimization of M (v, y*, 7%, §) with respect a finite dimensional subspace
of Y , or by solving (4.5) approximately and setting 7 as a suitable recon-
struction of the numerical flux (for elliptic problems this way is discussed
and tested in [19]).

2. Estimates (4.9) and (4.10) are based on extra differentiability of exact
solutions and approximations with respect to t. The corresponding majo-
rants My and M3 contain an additional term [|(y* — Vv)¢||3,.. Therefore,
it is natural to impose an additional condition on sequences of approxima-
tions v; and y; in (3.4), namely

Ityi = Vor)ellgr — O as k — +oo. (4.18)

We outline that this condition is related to approximations y; and vy
(which are known), so that in practice (4.18) is fully controllable. It is
especially simple to do in the commonly used case of time—incremental
approximation, where [0,T] = U;‘:Jj, I = (tj,tj41), tjg1 > t;, 77 =
tj+1 —t; the approximations are presented in the form

Vj+1 — Yy * * y;'i‘l B y.;k
v=vj+————=(t—t;); Y=yt ———(t—t;) tel;
Tj Tj

Hence the contribution to the norm ||(y; — Vog):[|3), associated with the
interval I; is == [|(y},, — Voj41 — y} + V]| The condition (4.18) will be
J
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satisfied provided that the time steps and errors in the relations y; = Vu;

are coordinated such that [|y; — Vv,|q decreases faster than le/ 2,

3. If QF = QX (tj41,1t5) and €, is a convex subdomain of §2, then
the constant in (4.17) is easy to estimate

1
Cp(QT) < —max{diamQ, 7;}.
™
This estimate follows from the well known estimate established in [13].

§5. ERROR IDENTITY FOR A CLASS OF NONLINEAR PROBLEMS

5.1. Evolutionary problem generated by convex potentials. Now
we consider a class of initial boundary value problems

uy — divp* = f in Q, (5.1)
u(z,t) =0 on St, (5.2)
u(z,0) = ¢, (5.3)
where the vector valued function p* is joined with Vu via the relation
Dy(Vu,p*) =0  inQr. (5.4)

Here D, : R x R? — R is a nonnegative functional defined by the relation
Dy(e:4%) == 9(9) +9"(¢") —a-¢",

g : R? = R is a convex function (potential) and g* is the corresponding
dual function (in the sense of Young-Fenchel). The relation (5.4) forms
the constitutive relation that connects spatial gradient with the flux. If ¢
is differentiable, then (5.4) amounts p* = ¢'(Vu). In particular, if g(¢) =
31q|?, then (5.1)—(5.4) coincides with (1.5)—(1.7).

Let V and Y* be suitable Banach spaces, which concrete forms depend
on the structure and properties of g and ¢g*. In particular, for v € V' and
y* € Y* the functionals

/ g(Vv)dzdt and / 9" (y*)dxdt
Qr Qr
must be well defined and finite and the product Vv -y* must be summable

in Q7. As before, the space V denotes a subspace of V containing the
functions vanishing on Sr.



166 S. I. REPIN

Assume that the problem is well posed in the sense that the external
data and the space V are selected such that these exists a unique gener-
alised solution u € VN C([0,T], L?()) that satisfies (5.2), (5.3), (5.4) and
the relation

/(utw +p* - Vw)dxdt = / fwdzxdt Yw € Vo(Qr) (5.5)
Qr Qr

5.2. The error identity. Let v € Vj and y* € Y*. We have

/Dg(Vv,y*)dt . /(g(VU) + g7 (y") — Vo - y*)dadt

Qr Qr
- / (9(Vu) + g°(y") — Vu - y*)dadt + / (9(V0) + " (p") — Vo - p*)dudt
Qr Qr
+ /(Vu ~y* + Vo - p*)dadt — /(Vu -p* + Vo - y*)dadt
Qr Qr
— [ @y(Vuy) + Dy(Vo e+ [T =) (7 = y)da
Qr Qr

Using (5.5) we find that

/ Vv —u)-(p* —y*)dedt = / div(y™ — p*)(v — u)dadt

Qr Qr
1
= /(divy* +f—w)(v—u)dxdt = / R(y*,v)(v — u)dzdt + §|[He||g]g
Qr Qr

and obtain the identity

plese) + 5 [lelal] = [(Dy(To’) = R 0)e) ddt. | (5.
QT

where

ple e) = /(Dg(Vu,y*)—l—Dg(Vv,p*))dt.
Qr
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It is easy to see that (5.6) is a generalization of (3.3) (in the linear case,
the error measure (e, e*) coincides with [|(e, e*)[|3,.). Also, the identity
(5.6) generalizes the identity derived for nonlinear elliptic boundary value
problems ( [14, 15], see also [18]). The right hand side has two terms: the
first term is directly computable and the second one can be estimated by
the same method as in Sect. 4. We show this way below with the paradigm
of a particular class of problems.

5.3. The hypercircle error identity. Let
(va*) € Qf = {('U,y*) eVoxY*

/(y* -Vw — fw+vw)dedt =0V w € VO}.
Qr

Then (5.6) implies the following identity:

* * 1 *
[ @0y + Dy (Vo + S lellly = [ Dy(Voy st (5.7
Qr Qr
It is easy to see that this identity generalizes (3.5).

5.4. Example: a—Laplacian. An interesting particular case of the prob-
lem (5.1)—(5.4) corresponds to the power growth functionals

1 1 * «
Vu) = = |Vu|® and ¢*(p*) = —|p*|* Lar=——. (58
9(Vu) = ~|Vu|* and g*(p") = —|p*[*  a>1,a"=——. (58)

In this case, the system (5.1) reads
ug — div|Vu|*2Vu = f in Q. (5.9)
Now the functions u and p* are joined by the relation
p* = |Vul*?Vu and Vu= |p*|%p*. (5.10)
Hence the identity (5.6) holds with
D,(Vo,y") = Vel + —[y"|" ~ Vo -y,
Dy (Vv,p*) = $|vu|a + %IWI“ — Vo - Vu|Vu|*2

1 x| 1 * * x| —
Dy(Vu,y™) = — [y [* + —[p"|" = p" -y |p"[* %
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We set

Vo=WL'(Qr) = {w e WX(Qr), w=00nSr}, Y*(Qr) = L (Qr,RY)

and define

Y aiw(Qr) = {y* € Y*(Qr) | divy* € L* (Q1)}.

Remark 2. We need specific algebraic inequalities related to power growth
functionals. The first inequality is

1 1
~fa] + —[b" —a B > Sala—b|*  Va,beR!,  (5.11)
« «

where Y, is a positive constant depending on o > 2 only. Without a loss
of generality one may rewrite the inequality in terms of the parameters
A >0 and 0 € [—1,1] assuming that |a| = Alb|, and a - b = 0|a||b|. Then
finding ¥, is reduced to minimization of the quotient

AN+ a—1—a)Nd
all — 200 + \2|/2

with respect to all possible A and 6 (except the case A = 6 = 1 associated

with the case a = b). For o = 2 the constant is equal to 0.5. Computations

show that the value of X, decreases if « is growing (3, a2 0.195 for a = 3,

Yo 7~ 0.083 for « =4, ¥, ~ 0.017 for a = 6, and ¥, ~ 0.0037 for a = 8.)
For e > 2, we also have the algebraic inequality (e.g., see [4])

lal® + [b]* — a- b(|a]*™* + [b|°7*) > T fa — | (5.12)

which holds with a positive constant I'y, > 2X,. It is easy to see that
I’y = 1. For other « this constant can be found numerically. Computations
show that for d = 2 the constant meets the relation I, ~ 22~ 2.

In view of (5.11), for @ > 2 we have the estimate

1
* > g
plee’) = [ (ol

Qr

x 1 . x
a +_|p*|a _p*.y*|p*|a 72)d$dt
(%

+Sa | Vell2 g, (5:13)
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From (5.6) and (5.13) we deduce a simple error majorant by arguments
close to those used in Section 4. We have

/ R(v,y")edzdt < |[R(v,4")la- r llello.ar
Qr
< Cal@IR(0,y") -

C (D ol o
< E Ry g, + 2IVela, e (514)

QT

n (5.14), we have used the algebraic inequality (¢* < Z|¢[* + Q%VK* o
with positive v and a generalised version of the Friedrichs inequality

[wllag < Ca(@lIVulag  Yw e Wa(9),

where the constant Cy, (£2) > 0 depends on «, d, and € only.
Let 8 € (0,aX%,). Then from (5.6), (5.13), and (5.14) it follows that

ﬂ « * 1
(0= 2) Ivelty,+ [ Dy(Tuy et + et 11

Qr

1 co™ (D
< o= 613+ [ Dy(Tory)daar + S L

Qr

Again, the right hand side contains only known functions and can be di-
rectly computed. Notice that the error majorant (4.1) derived for the lin-
ear equation is a particular form of (5.15). Indeed, if & = 2 then o* = 2,
Ya =3, Cq =C, and Dy(Vu,y*) = 3|p* — y*|*>. Hence multiplying (5.15)
by 2 we obtain (4.1). Certainly this simple estimate is not optimal and has
the same drawbacks as the estimate (4.1). They could be overcame by the
same method as in Section 4. However, a consequent consideration of this
question is beyond the framework of the present paper.

IR(v,y7)

o QT (5.15)

5.5. Errors generated by initial data. Finally, we discuss one special
application of the error identity (5.6). Assume that the functions @ and p*
solve the problem (5.1), (5.2), and (5.4) with the initial condition

U(2,0) = p(z) # ¢(x).
Then,
D,(Vi,p*) =0 and divp* +f —U; =0
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and from (5.6) we obtain
r 1 1
[ ®uTu 4D,V p)it+ 3@ - ) T)R= 516~ 0l (5.10)
0

Notice that for any interval (¢1,t2), t2 > t1, the quantity

to
o, 1o, e%) = / / (Dy(Vu, 5¥) + Dy (Y, 7)) derdt
t1 Q

is nonnegative. Hence the first integral in (5.16) is non—decreasing with
respect to T'. Since the right hand side does not depend on T, the norm
[[(@—u)(-,T)]||q is a non-increasing function of T'. Moreover, for any positive
h the quantity ut+h7t(e, e*) tends to zero as t — +o0. Using properties of
g and g¢g* associated with a concrete class of problems one can deeper
investigate convergence of u to u by estimating the first term in (5.16).

Consider the functions g and g* defined by (5.8). Since @ and p* satisfy
the condition p* = |Va1|*~2V4, we have

~ 1 1 ~ ~
Dy(Vu,p*) = E|Vu|o‘ + $|Vu|°‘ — Va - Vu|Vau|* 2,

~ 1, 1 ~
Dy(Vu,p*) = E|Vu|°‘ + $|Vu|°‘ — Va - Vu|Vu|* 2.

Therefore,
Dy(Vv,p*) + Dy(Vu,y*) = |Vo|* + |Vu|* — Vv - Vu(|Vu|*? + |[Vu|*2).
Consider the case @ > 2. In view of (5.12), we have a simple bound for the
eITor measure
ple,e*) = /(Dg(Vv,p*) +Dy(Vu,y*))drdt > Ty [|V(v —u)]|§),.-(5.17)
Qr
By (5.17) and (5.16) we obtain the estimate

N 1 1
Pa | Vellg.n+ 3 llel T <5llw - ol (518)

whose right hand side does not depend on T'. Hence the norm ||Ve|la,Qr
is uniformly bounded with respect to T' and, therefore, Ve (and e) must
decrease to zero as t — +o0.
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Assume that 1 < a < 2. In this case, o > 2 and it is convenient to
rewrite the error identity in terms of fluxes. Using (5.10) and the relation

Vil = |p*|5=Tp*, we find that

Dy(Vip') = [+ o =g B e

Qr
“ 1 ot 1 * o * Txlok|lat—2
Dy(Vu,pr) = [ (—Ip*|* + —|p"[* —p"-p*[p7|* ~7)dudt
Qr
and
H(e7e*) _ /(ly*|a* + |p*|a* _p* . y*(|y*|a*72 + |p* a*iz))d,fdt.
Qr
In view of (5.12),
ule,e”) = Lo-lle*]la- o (5.19)
From (5.16) and (5.19), we deduce an estimate analogous to (5.18)
ol g, + 3lleC D)3 < 5llw — 612, (5.20)

which shows that e* tends to zero as t — +oo.
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