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NAMED ENTITY RECOGNITION IN RUSSIAN USING
MULTI-TASK LSTM-CRF

ABsTRACT. Named entity recognition (NER) is aimed at obtaining
the important information from the unstructured data presented in
the form of natural language texts. In this paper, we investigate the
efficiency of modern multi-task NER approach on Russian corpora
by employing several different NER datasets and a dataset of part-
of-speech (POS) tags. We apply a state-of-the-art neural architec-
ture based on bidirectional LSTMs and conditional random fields.
Convolutional neural networks were utilized to learn character-level
features. We carry out an extensive experimental evaluation over
three standard datasets of news written in Russian. The proposed
multi-task model achieve states-of-the-art results with an F1 score
of 88.04% on Gareev’s dataset and an F1 score of 99.49% on Person-
1000 dataset.

§1. INTRODUCTION

Named entity recognition (NER) is one of the essential tasks in the
field of natural language processing (NLP). The main goal of NER is to
extract and classify important named entities for a particular task. Named
entities are words or phrases denoting a specific object, for example, hu-
man names, locations, organizations, facilities, products, dates, geopolitical
entities, holidays. NER is applied in many areas related to NLP and ex-
traction information, such as for information retrieval, question answering
systems, text classification, relation extraction and etc. Extracted named
entities help to understand the subject of the text and find keywords. The
continued growth of unstructured information represented with text in a
natural language and increasing requirement for extracting structured in-
formation from them make NER task is actual and important.

Different approaches were proposed for NER varying from simple lexi-
con-based approaches to more complicated neural network models. The
aim of this work is an evaluation of a multi-task approach for NER task
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on the Russian language. In this paper, we applied model based on state-
of-the-art approach presented by Lample et al. [21]. The model is based
on a combination of Bidirectional Long Short Term Memory (BiLSTM)
and Conditional Random Field (CRF). The model has obtained the best
results on corpora of various domains and languages [8, 12,22, 24,28, 31,
35,37]. In order to evaluate the model efficiency, we conducted extensive
experiments on three existing Russian annotated corpora collected from
different resources and compared the results with the existing models.

The rest of the paper is structured as follows. In Section 2, we discuss
related work. In Section 3, we describe our model for NER with char-level
embedding features. Section 4 provides experiments and evaluation results.
Section 5 concludes this paper.

§2. RELATED WORK

Most of the early works for the Russian language NER describe sys-
tems based on linguistic resources that have been carefully worked out by
hand: dictionaries, templates, and rules [7,10,27]. Popov et al. describes
the adaptation of the vocabulary approach for the Russian language [27].
Craidlin introduced the TagLite program, which aims to distinguish named
groups consist of three types of proper names: persons, organizations and
geographical objects [10]. The system includes the following dictionaries:
proper names, generic concepts of investigated entity types (director, river,
office) and other auxiliary words that can be part of target noun groups.
In order to resolve the ambiguity and process words that are not encoun-
tered in dictionaries, the rule-based s Bmwpredictors W& module is applied.
The module predicts the label of a named group based on the analysis
of others found in the same document. The authors evaluated the quality
of the system on their own annotated corpus. TagLite obtained 85.8% of
F-measure for all categories of named groups. Brykina et al. proposed a
system that recognizes named entities based on lists of terms from the
input ontology and resolving polysemy with a set of manually developed
rules and dictionaries of context words [7]. The authors evaluated the effi-
ciency of a system on their own corpus, considering only entities included
in the ontology. The system obtained F-measure varying from 91% to 98%
for different types of entities. Both systems were evaluated on closed cor-
pora, which makes it difficult to conduct a comparative analysis of the
achievements in this area.
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In the later works devoted to NER, machine learning methods on Rus-
sian texts started to apply [5,13,26]. The most commonly utilized method
was Conditional Random Fields (CRF) [20]. Antonova et al. applied a CRF
model to their own annotated corpora consisting of news feed texts [5].
There were five types of annotations: person names, geographical objects,
organization, products, and events. The authors also evaluated different
types of optimizers for CRF. The highest F-measure obtained by this ap-
proach was 87.18%. Podobryaev applied CRF model to person recogni-
tion and used information from ontology as one of the features [26]. The
quality of the proposed approach was evaluated on a manually annotated
corpora. Gareev et al. developed annotated corpus of Russian-language
texts for evaluating NER methods and compared the effectiveness of two
approaches [13]. The first approach is based on dictionaries of names and
rules, which analyze the context of a named entity and compare the set
of references to the same entity in a document. The second is based on
the CRF model with various features. The developed corpus is publicly
available and contains two types of annotations: persons and organizations.
The results of experiments showed that CRF based approach outperformed
knowledge-based approach on 13% of F-measure. Mozharova and Lukashe-
vich investigated the features for the CRF model in NER task [25]. The
authors found out the large contribution of the context bigram feature and
the low contribution of knowledge-based features.

Recent works in the field of NER task devoted to utilizing neural net-
work models. In particular, different neural network architectures are ap-
plied to English language data sets and are achieved a state-of-the-art
results [2, 16,21, 22]. There is only a few works devoted to Russian lan-
guage [3,4,18,19]. Anh et al. investigated the quality of three models start-
ing from Bi-directional Long Short Term Memory (Bi-LSTM) then sup-
plementing it with CRF and finally adding external word embeddings [3].
The models were evaluated on three Russian language data sets Gareev’s,
Person-1000 and FactRuEval 2016. The results showed that the combina-
tion of Bi-LSTM and CRF models significantly increased the quality of
entity recognition and external word embeddings allowed to achieve state-
of-the-art for the Russian NER task.

An overview of previous work shows that methods for NER are actively
developed and improved. Our study aims to fill a gap in applying modern
neural network models for NER task in Russian language and evaluate the
effectiveness of the multi-task approach.
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Figure 1. The overall architecture of NER model.

§3. MODEL ARCHITECTURE

In the following section, we describe the architecture of the proposed
model. The model consists of three main parts: input layers, bidirectional
LSTM (BiLLSTM) for input representation and CRF for label prediction.
The overall architecture of the model is presented in Fig. 1. We imple-
mented our model with TensorFlow library [1]. The source code of our
model can be found in a repository.

3.1. Model Input. The model takes as an input concatenation of word
and character level embeddings for each word. Word embedding vectors
were obtained from word2vec model trained on a publicly available cor-
pus of unlabeled Russian news [4]. The corpus consists of 635,000 news
from Russian online news resource lenta.ru®. The corpus contains around
46 million words. The vocabulary of word vector representation model is
376,000 words, vector dimension is 100.

The character level embeddings are obtained with Convolutional Neural
Network (CNN) implemented from [9]. The CNN extracts character fea-
tures for each word. The input of the network is word represented with ran-
domly initialized vectors of length 25 concatenated with vectors of length

Ihttps://bitbucket.org/cyberdan7/ner/src/master/
*https://github.com/yutkin/lenta.ru-news-dataset
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Figure 2. The architecture of CNN for char embedding.

10 identifying a type of the letter (capital or not) for each letter. We ap-
plied 4 filters with 3, 4, 5, and 7 sizes of kernels. The model’s output vector
length is 50. The overview of the model is presented in Fig. 2

3.2. Bidirectional LSTM. LSTM is a kind of Recurrent Neural Net-
work (RNN). RNNs are naturally used for sequence learning, where both
input and output are word and label sequences. RNN has recurrent hid-
den states, which aim to simulate memory, i.e., the activation of a hidden
state at every time step depends on the previously hidden state. The re-
current unit computes a weighted sum of the input signal. Training RNNs
to capture long-term dependencies is difficult due to the effect of vanish-
ing gradients, so the most widely used modification of RNN units is the
Long Short-Term Memory (LSTM) [15] that provides the “constant er-
ror carousel” and does not preclude free gradient flow. The most common
LSTM architecture contains three gates: an input gate, a forget gate, and
an output gate, together with a recurrent cell. LSTM cells are usually
organized in a chain, with outputs of previous LSTMs connected to the in-
puts of subsequent LSTMs. An important modification of the basic LSTM
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architecture is bidirectional LSTM, where the past and the future context
is available at every time step. Bidirectional LSTMs, developed by Graves
and Schmidhuber [14], contain two chains of LSTM cells flowing in both
forward and backward direction, and the final representation is either a
linear combination or simply concatenation of their states.

In our model, the aim of the BiLSTM layer is to make a presentation of
input data and create the input features to the Conditional Random Fields
part. The dimension of BiLSTM layer is 100. We applied 0.7 dropout rate
for regularization and Adam optimizer [11].

3.3. Conditional Random Fields. CRF [20] is one of the state-of-the-
art methods that takes a sequence of tokens as input, estimates the proba-
bilities of labels (from a predefined set), and returns the best scoring label
sequence. The CRF is defined by a graph whose vertices are feature vectors
for each input token and edge weights is indicate a relationship between
vertices. A linear-chain CRF is a CRF with a simple chain as the graph.

3.4. Multi-Task. Multi-task learning approach involves neural network
training simultaneously on several similar tasks. This approach allows the
network to improve results by using additional knowledge from other tasks.
A neural network model for multi-task learning is implemented as follows:
there are several input layers for different tasks, then common layers for
all tasks and output layers, which number equal to the number of input
layers. In addition, there can be more specific layers for each task before
or after common layers.

We applied this approach to train our model to NER task (i) on three
datasets simultaneously and (ii) on three NER datasets along with a
dataset for POS tagging. The network shares all layers between tasks ex-
cept input and output. The overall scheme of multi-task architecture is
presented in Fig. 3.

§4. EXPERIMENTS

In this section, we describe our evaluation metrics, datasets, baselines,
and experimental results.

4.1. Metrics. To assure that our results are comparable to previously
published ones, we apply the standard evaluation metric introduced for
CoNLL shared tasks®. Additionally, we used a partial match scheme for

Shttps://github.com/newsreader/evaluation/tree/master/nerc-evaluation
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Figure 3. The overall architecture of multi-task model.

Study Evaluation Scheme

Gareev et al. [13] CoNLL script with 5-fold cross-validation
Malykh et al. [23] CoNLL script with 5-fold cross-validation
Trofimov [34] Manual evaluation per tag

Rubaylo et al. [30] FactRuEval 2016 scripts

Sysoev et al. [33] FactRuEval 2016 scripts

Ivanitsky et al. [29] | FactRuEval 2016 scripts

Mozharova et al. [25] | Part. matching with 4-fold cross-validation
Anh et al. [6] CoNLL script

Table 1. Evaluation metrics adopted in previous studies.

FactRuEval 2016 dataset [32]. The comparison of evaluation metrics in
related work is presented in Table 1.

4.2. Datasets. We use three Russian datasets for NER task: proposed by
Gareev et al. [13], FactRuEval 2016 [32] and Person-1000 [25,36] and one
data set for multi-task learning with POS tags [17]. The overall statistic
is presented in Table 2.

Gareev’s et al. dataset contains 97 documents collected from ten top
“Business” feeds in Yandex s hkNewss Dk web directory. Titles and HTML
tags were cleared from texts. Named entities of two types were manually
annotated: persons and organizations. Only explicit mentions have been
annotated without anaphoric references represented by pronouns or com-
mon nouns. The tagging scheme is IOB.

FactRuEval corpora were developed for the competition of extracting
information from texts in Russian. The corpus consists of 255 news and
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Set Gareev’s | Persons-1000 | FactRuEval | Kaggle POS
Train 34765 414608 30940 719090

Test 8445 102152 59382 179772
Documents |97 1000 255 -

Tag scheme [ IOB I0B 10B -

Table 2. Overall statistics of the corpora.

analytical documents related to social and political issues. Entities of the
following three types were annotated: person, organization and location
(place names). The corpus is split into train and test parts. The tagging
scheme is also IOB.

Person-1000 is a Russian news corpus with an annotated person named
entities. This corpus consists of 1000 documents from the Russian online
news services. The following entities were annotated: organization, person,
location, geopolitician, media. The tagging scheme is IOB.

Kaggle dataset is developed for POS tagging task. The texts are al-
ready split into sentences and tokens. The data set is divided into train
and test parts.

Since Gareev’s dataset and Persons-1000 dataset do not have a ready
split for train/test data, we used a 80/20 split.

4.3. Baseline models. Gareev et al. introduced two approaches for
NER task: knowledge-based and statistical [13]. In this paper we focused
on the statistical-based method, which is realized with the CRF model
with a rich set of features: current token presented with one-hot embedding
vector, number normalization, bag of words for 5-token window centered on
the current token, bag of words for shape window centered on the current
token, current token prefixes and suffixes up to 6 characters in length,
LDA cluster labels of the current token, 3-window for LDA cluster labels
centered on the current token, Brown cluster label, Clark cluster label,
extended context and extended context over cluster labels.

Malykh et al. proposed character-aware neural network trained on
corpus itself only [23]. The network consists of LSTM units which take as
an input a current character and try to predict the next character and a
markup label for the current character.

Rubaylo et al. applied Tomita-parser tool. The tool was developed by
Yandex company and utilized in it services [30]. The system’s pipeline of
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Models Gareev’s dataset Persons-1000 FactRuEval 2016

P R F P R F P R F
STM NER 75.89 84.70 80.05 97.33 97.36 97.34 46.83 36.50 41.02
MTM NER 87.70 88.39 88.04 | 99.39 99.60 99.49 73.04 64.18 67.75
MTM 89.37 | 86.54 87.94 98.50 98.30 98.40 73.89 61.42 67.12
NER+POS

Table 3. Results of proposed model for single and multi-
task modes.

information extraction consists of the following steps: tokenization, mor-
phological analysis, lexical analysis, syntactic parse, an output of results.
Tomita-parser utilizes a rule-based approach to NER.

Sysoev et al. method is based on sequential traversal and classification
of text tokens [33]. In order to classify input tokens the SVM model with
following features was utilized: token affixes of lengths from one to four;
token text, part-of-speech tag, lemma and digit normalized token form,
predicates, first letter case, containing characters of the same class, being
constructed only from characters of the same class, token position in sen-
tence, labels assigned to up to three previous tokens, dictionary-based and
word2vec representation.

Ivanitsky et al. also applied SVM with named entity distributed vec-
tors representation [29]. Vectors obtained by training the wor2vec model
on four data sets: Russian subcorpus of Multilingual UN Parallel Text
20002009, Europarl, News, FactRuEval. The size of vectors are 200.

Anh et al. [3] proposed model consists of Bi-directional Long Short
Term Memory (Bi-LSTM) and CRF. The model takes as an input external
pre-trained word embedding vectors.

4.4. Results. We conducted three types of experiments with different
groups of models: (i) single-task models (STM NER) on each of NER
datasets; (il) multi-task models (MTM NER) on a combination of NER
datasets; (iii) multi-task models on NER and POS datasets. At the first
set of experiments, we trained and evaluated our model separately on each
dataset. After that, we trained the model in multi-task mode simultane-
ously on three NER data sets. We utilized learning rate 0.003 for target
dataset and 0.002 for two others. In the last set of experiments, we train
the model again in multi-task mode simultaneously on each NER dataset
and POS-tag Kaggle dataset. The results of these experiments are pre-
sented in Table 3. The results show that multi-task NER (MTM NER)
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Models Gareev’s dataset FactRuEval 2016

P R F P R F
Gareev et al. [13] 84.10 | 67.98 | 75.05 | - - -
Malykh et al. [23] 59.65 | 65.70 | 62.49 | - - -
Rubaylo et al. [30] | - - - 77.70 | 78.50 | 78.13
Sysoev et al. [33] - - - 88.19 | 64.75 | 74.67
Ivanitsky et al. [29] | - - - - - 87.88
Anh et al. [3] 89.57 | 84.89 | 87.17 | 83.88 | 80.84 | 82.10
Multi-task NER 87.70 | 88.39 | 88.04 | 73.04 | 64.18 | 67.75

Table 4. Comparison results for Gareev’s and FactRuE-

val 2016 datasets.

Models Persons-1000 PER Persons-1000 All
P R F P R F
Trofimov [34] 97.26 | 93.92 | 95.57 - - -
Mozharova et al. [25] - - 97.21 - - -
Anh et al. [3] 99.43 | 99.09 | 99.26 - - -
Multi-task NER 99.39 | 99.60 | 99.49 | 98.74 | 98.88 | 98.81
Table 5. Comparison results for Persons-1000 PER and
Persons-1000 All corpora
Dataset P PER P ogc F P Lgc F
Gareev’s 90.74 95.15 92.89 86.50 85.87 86.18 - - -
Persons-1000 99.11 99.60 99.35 98.55 98.08 98.31 97.15 97.08 97.11
FactRuEval 2016 84.54 76.60 80.37 62.90 46.86 53.71 74.32 74.42 74.37
Fa“ﬁ)‘:ft‘gzll)zow 84.96 | 78.66 | 81.69 | 65.49 | 57.90 | 61.46 | 76.16 | 78.50 | 77.31
Table 6. Results of Multi-task NER model for PER, ORG

and LOC tags

outperformed single-task NER (STM NER) on all datasets. The most sig-
nificant increase was obtained on FactRuEval 2016 corpora. This result
can be explained by a small amount of training data, which is not enough
for training the model, in the initial splitting of FactRuEval dataset. The
multi-task NER with POS tagging showed close results to multi-task NER
and outperformed it in the terms of precision on Gareev’s dataset and
FactRuEval datasets.
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GEOPOLIT MEDIA

P R F P R F
Persons-1000 | 99.31 | 99.56 | 99.43 | 98.90 | 99.63 | 99.43
Table 7. Results of Multi-task NER model for
GEOPOLIT and MEDIA tags

Dataset

On the second step, we compared the results of multi-task NER model,
which obtained the highest results in the first set of experiments, with base-
line methods. The results are presented in Tables 4 and 5. Due to previous
models were applied for identification only person entities on Person-1000
corpora, we compared the results only on these part of corpus. The highest
results from baseline methods are obtained by Anh et al. approach. The
other baseline models show significantly lower results compared with Anh
et al. approach on Gareev’s and FactRuEval 2016 datasets and comparable
results on Person-1000 dataset. The proposed in this work model outper-
formed Anh et al. approach in terms of recall and F-measure on Gareev’s
dataset and Persons-1000 for person tag and showed comparable results
in terms of precision. The increase on results for Gareev’s corpus is 3.5%
of recall, 0.87% of F-measure and for Person-1000 is 0.51% of recall and
0.23% of F-measure. Due to the results on Person-1000 are close to one
hundred, such value of increase can be considered as significant. However,
on the FactRuEval 2016 dataset, the results of proposed model are sig-
nificantly lower than other baseline models. Our model obtained 14.35%
less than Anh et al. approach. In addition, we evaluated our model for all
types of entities in Person-1000 dataset. The results are presented in Table
5. Our model obtained 98.81% F-measure on this dataset.

We also evaluate the quality of our model for each type of entity. The
results are presented in Tables 6 and 7. As it can be seen from the ta-
bles, entities with the person type are best recognized. The most difficult
to recognize is organizations. Results for geopolitical and media types of
entities are close to hundred percent (99.43% of F-measure for both types
of entities).

§5. CONCLUSION

In this work, we investigated the efficiency of multi-task approach for
NER in the Russian language. We conducted experiments on three NER
datasets with different types of entities and a POS dataset. The results
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show the improvement of evaluated metrics in case of use multi-task mode.
The comparison of obtained results with previous approaches shows the
increase of metrics on two datasets. We also evaluated the efficiency of
multi-task for NER and POS tagging tasks. This approach didn’t give the
increase in results. Further work will be devoted to improving CNN and
LSTM parts of the proposed model and using attention mechanisms.
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