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Abstract. We obtain and investigate mean values of the exponen-
tial of the centroid operator for the periodic Heisenberg XX0 chain
on a ring. The generating function of directed lattice paths is ob-
tained in terms of circulant matrices which leads to generalizations
of the Ramus’s identity. The two-time correlation function of the
exponential of the centroid operator is expressed in terms of the
Cauchy determinant and thus explicitly calculated.

§1. Introduction

The Heisenberg XXZ 1/2-spin chain is one of the most popular funda-
mental models of theoretical physics [1–3], and it is tightly connected with
the integrable enumerative combinatorics [4, 5]. The correlation functions
of the XX0 spin chain, which is the zero anisotropy limit of the XXZ
system, may be interpreted in terms of the directed lattice paths [6–8]
generated by random walks. The considered periodic XX0 chain on the
ring is based on the theory of the circulant matrices [9, 10] and lacunary
sums of binomial coefficients [11, 12]. Our works [13–16] may be seen as
the continuation of the present paper on the theory of lattice paths and
calculation of correlation functions of the special type.

Organization of the paper is as follows. In Section 2 we give a short
description of the XX0 chain subjected to the periodic boundary condi-
tion. The directed walks of a single walker on a cylinder are considered in
Section 3. The exponential generating function of these walks corresponds
to a thermal evolution of a single particle on a ring chain. The random
turns walkers are considered in Section 4, and the exponential generation
function of these walks is calculated. This generating function coincides
with the multi-particles thermal correlation function of the XX0 chain

Key words and phrases: symmetric functions, circulant matrix, directed lattice
walks, Ramus’s identity.
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over the ferromagnetic ground state. The centroid operator, i.e., the oper-
ator of the center of mass coordinate, is introduced in Section 4, and the
time evolution of the exponential of this operator is calculated.

§2. Heisenberg XX0 chain

The periodic Heisenberg XX0 chain describing 1
2 -spins on sites of a ring

chain is described by the Hamiltonian

Ĥ =

M−1∑

n,m=0

∆nmσ−
n σ

+
m =

M−1∑

n=0

σ−
n−1σ

+
n + σ−

n+1σ
+
n , (1)

where the number of sites is M = 0 (mod 2). The local spin operators
σ±
n = 1

2 (σ
x
n ± iσy

n) and σz
n depend on the lattice argument n ∈ E ≡

{0, 1, . . . ,M − 1}, act on the state space HM ≡ (C2)⊗M and satisfy the
commutation relations:

[σ+
n , σ

−
m] = σz

nδnm , [σz
n, σ

±
m] = ±2σ±

n δnm . (2)

The coupling of spins is expressed by M ×M exchange matrix ∆:

∆nm = δ|n−m|,1 + δ|n−m|,M−1 , (3)

where δn,l(≡ δnl) is the Kronecker symbol. The periodic boundary condi-

tions σ#
n+M = σ#

n , # ∈ {±, z}, are imposed.

Spin “up” and “down” states on nth site, |↑〉n and |↓〉n, are defined so,
that the rising/lowering operators σ±

n act on them as follows:

σ+
n |↓〉n = |↑〉n , σ−

n |↑〉n = |↓〉n , σ−
n |↓〉n = σ+

n |↑〉n = 0 . (4)

The ferromagnetic state with all spins “up”

|⇑〉 ≡
M−1⊗

n=0

|↑〉n ≡
M−1⊗

n=0

(
1
0

)

n

, (5)

is an eigen-vector of σz
m: σz

m| ⇑〉 = | ⇑〉, and it is chosen as the refer-
ence state (i.e., pseudovacuum [3]). The state (5) is annihilated by σ+

m,
σ+
m| ⇑〉 = 0, and therefore, it is annihilated by the Hamiltonian (1):

Ĥ |⇑〉 = 0 . (6)

The state (5) is normalized 〈⇑ | ⇑〉 = 1.
Let a set of strictly decreasing integers µk, 1 6 k 6 N to constitute a

strict partition, i.e., N -tuple µ = (µ1, µ2, . . . , µN ), where M − 1 > µ1 >
µ2 > . . . > µN > 0. Since the operators σ±

n act on the states |↑〉n and
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|↓〉n according to (4), we define the state |µ〉 corresponding to N flipped

(i.e., “down”) spins on the sites labelled by the “coordinates” µk, and the
corresponding conjugate state 〈ν|:

|µ〉 ≡ |µ1, µ2, . . . , µN〉 ≡
(

N∏

k=1

σ−
µk

)

|⇑〉 , (7)

〈ν| = 〈ν1, ν2, . . . , νN | ≡ 〈⇑|
(

N∏

k=1

σ+
νk

)

, (8)

where |⇑〉 is given by (5). The states (7), (8) provide a complete orthogonal
base:

〈ν|µ〉 = δνµ ≡
N∏

n=1

δνnµn
, (9)

and the decomposition of unity is of the form:

I =
∑

M−1>µ1>µ2>···>µN>0

|µ1, µ2, . . . , µN〉〈µ1, µ2, . . . , µN |

≡
∑

µN⊆{(M−1)N}

|µN 〉〈µN | . (10)

§3. Single walker

The continuous temporal evolution of the states, obtained by selective
flipping of the spin σ−

m |⇑〉, is defined by the one-particle correlation func-
tion

G(j,m|t) ≡ 〈⇑| σ+
j e

tĤσ−
m |⇑〉 . (11)

The expansion of correlation function in powers of t gives:

G(j,m|t) =
∞∑

K=0

tK

K!
〈⇑| σ+

j (Ĥ)Kσ−
m |⇑〉 . (12)

Applying then the commutation relation

[Ĥ, σ−
m] =

∑

n

∆nmσ−
n σz

m = σ−
m−1σ

z
m + σ−

m+1σ
z
m , (13)

one obtains

ĤKσ−
m |⇑〉 = ĤK−1[Ĥ, σ−

m] |⇑〉 = ĤK−1
∑

n1

∆n1,m σ−
n1

|⇑〉

=
∑

n1,...,nK

∆nK ,nK−1
. . .∆n2,n1

∆n1,m σ−
nK

|⇑〉 . (14)
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The multiplication of the equality (14) from the left by the state 〈⇑| σ+
j

leads to the expression:

〈⇑| σ+
j (Ĥ)Kσ−

m |⇑〉 ≡ G(j,m|K)

=
∑

n1,n2,...,nK−1

∆j,nK−1
· · ·∆n2,n1

∆n1,m=(∆K)jm.

(15)

It follows from (12) and (15), that

G(j,m|t) = (et∆)jm . (16)

The periodicity requirement implies that

G(j +M,m|t) = G(j,m+M |t) = G(j,m|t) . (17)

Differentiating G(j,m|t) with respect to t and taking into account the
definition of the exchange matrix (3), we obtain the difference-differential
equation

d

dt
G(j,m|t) = G(j − 1,m|t) +G(j + 1,m|t) (18)

for fixed m, and an analogous equation for fixed j. The initial condition is
defined by the equality G(j,m|0) = δjm.

To connect the model discussed with the theory of random walks, let
us notice that moves of the single walker on a chain may be expressed by
the matrix ∆ (3). This choice of ∆ means that the walker can step either
up or down from an arbitrary mth site. A random lattice path made by
a walker is given by a sequence of edges ∆ij , which joins a sequence of
lattice sites:

∆j,nK−1
· · ·∆n2,n1

∆n1,m . (19)

The generating function of all admissible lattice paths of K steps running
from mth to jth site is expressed as

∑

n1,...,nK−1

∆j,nK−1
. . .∆n2,n1

∆n1,m , (20)

and thus is given by the function G(j,m|K) (15). The evaluation of
G(j,m|K) consists of listing all paths of K steps from mth to jth site.

The one dimensional walks introduced may be considered as random
directed paths across the integer lattice on a cylinder defined by a sequence
of steps of equal lengths. The paths made by a walker consist of forward
steps (1, 1) and backward steps (−1, 1). The path of a length K runs from
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a site (m, 0) to a site (j,K). The directed paths are defined by the fact,
that for each step (x, y) one has y > 0 (see Figure (1)).

Figure 1. The directed path from (1, 0) to (2, 7).

The exchange matrix ∆ may be expressed in terms of the circulant

matrix, [9], which is a square matrix of order M ∈ N of the form

CM =











c0 c1 . . . cM−2 cM−1

cM−1 c0 c1 . . . cM−2

... cM−1 c0
. . .

...

c2
. . .

. . . c1
c1 c2 . . . cM−1 c0











. (21)

The first row of CM (21), (c0, c1, . . . , cM−1), is called the generator of CM .
The circulant matrix CM (21) of order M is usually denoted as CM =
CircM (c0, c1, . . . , cM−1). A special matrix

SM ≡ CircM (0, 0, . . . , 0, 1)

=











0 0 . . . 0 1
1 0 0 . . . 0
... 1 0

. . .
...

0
. . .

. . . 0
0 0 . . . 1 0











(22)
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is known as the basic circulant permutation matrix. With regard to the
equivalnce | j〉 ∼ | j′〉 at j − j′ = 0(modM), let us identify a spin “down”
state on jth site | j〉 as the “coordinate” column (cf. (7)):

| j〉 ∼















0
...
0
1
0
...
0















(0)
...

(j − 1)
(j)

(j + 1)
...

(M − 1)

. (23)

An lth power of the basic matrix SM (22), where l = k(modM), gener-
ates k steps forward, since it acts on the column | j〉 (23) as follows:

(
SM

)l | j〉 = | j + k〉 , (24)

where kth power of SM is given by

(
SM

)k
= CircM (0, 0, . . . , 1, 0, . . . , 0

︸ ︷︷ ︸

k

) , (25)

and
(
SM

)M
is, therefore, a unit matrix of M th order. Straightforwardly,

the entries
(
(SM )k

)

jm
, 1 6 j,m 6 M take the form since, 1 6 k 6 M :

(
(SM )k

)

jm
=

{
1 , m− j + k = 0 or M ,
0 , otherwise .

(26)

The backward shift permutation matrix S̄M is characterized by the re-
lations:

S̄M ≡ CircM (0, 1, . . . , 0, 0) =
(
SM

)M−1
= S−1

M =
(
SM

)T
,

(
S̄M

)l | j〉 = | j − k〉 ,
(27)

where l = k(modM). The Kth power of the matrix SM (22) is given by

(
(SM )K

)

jm
= 〈j|

(
SM

)K |m〉 = 〈j|
(
SM

)K |j + sign(m− j)|m− j|〉

= 〈j|
(
SM

)K′+sign(m−j)|m−j||j〉 , (28)
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where K ′ −K = 0(modM). Since 〈 j|m〉 = δjm, it follows from (24), (27),
(28) that

(
(SM )K

)

jm
=

{
1 , m− j +K = 0(modM) ,
0 , otherwise .

(29)

The exchange matrix ∆ is expressed in terms of the circulant matrices:

∆ = SM + S−1
M , ∆T = ∆ , (30)

and the Kth power of ∆ is given by the expression

∆K =
(
SM + S−1

M

)K
=

K∑

s=0

(
K

s

)
(
SM

)K−2s
. (31)

The matrix ∆ is invariant under transposition, and non-zero entries of
∆K are given by K − |m− j| = 0(mod2). From (31) we obtain:

(∆K)jm =

K∑

s=0

(
K

s

)

〈j|
(
SM

)2s−K |m〉 . (32)

Right-hand side of (32) is non-trivial at K − 2s+ j −m = 0(modM). Let

us assume that L ≡ K−|m−j|±pM
2 is chosen so that 0 6 L < M

2 and p ∈ N.
Then, (32) may be expressed, due to (29), as a lacunary sum [11]

(∆K)jm =

(
K
L

)

M/2

≡
(
K
L

)

+

(
K

L+ M
2 · 1

)

+

(
K

L+ M
2 · 2

)

+ . . . , (33)

which is clearly truncated. The answer for the plane arises at M → ∞ in
(33): (∆K)jm =

( K
K−|m−j|

2

)
.

The matrix ∆ is diagonalized by the unitary matrix U with the entries

Ukj =
1√
M

ei
2π
M

kj , k, j ∈ E ,

as follows:

E = U ∆U† , E ≡ 2 diag
06m6M−1

{

cos
2πm

M

}

. (34)

Inverting (34) one obtains the entries of Kth power of the exchange ma-
trix ∆:

(∆K)jm =
2K

M

M−1∑

l=0

cosK
(2πl

M

)

ei
2πl
M

(m−j) . (35)
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Respectively we obtain for the one-particle correlation function (16):

G(j,m|t) = (et∆)jm =
1

M

M−1∑

l=0

e2t cos(
2πl
M

) ei
2πl
M

(m−j) . (36)

Comparison of (33) and (35) gives the identity known as the Ramus

identity [12]:

2K

M

M−1∑

l=0

cosK
(2πl

M

)

ei
2πl
M

(m−j) =

(
K
L

)

M/2

, (37)

where 0 6 L ≡ K−|m−j|±pM
2 < M

2 at some p ∈ N, and the lacunary sum
in right-hand side is defined in (33).

§4. Random turns walkers

Consider now the average

G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |K)

≡ 〈⇑| σ+
j1
σ+
j2
· · ·σ+

jN
(Ĥ)Kσ−

m1
σ−
m2

· · ·σ−
mN

| ⇑〉
= 〈j1, j2, . . . , jN |(Ĥ)K |m1,m2 . . . ,mN〉 , (38)

or, using (7), (8),

G(j;m|K) ≡ 〈j|(Ĥ)K |m〉 . (39)

We shall consider the case, when N 6 M/2. Applying the commutation
relation

[Ĥ, σ−
l1
σ−
l2
. . . σ−

lN
] =

N∑

k=1

σ−
l1
. . . σ−

lk−1
[Ĥ, σ−

lk
]σ−

lk+1
. . . σ−

lN
, (40)

we see that in each term the Hamiltonian acts on a single flipped spin
only and moves it (if it is allowed by neighbours) forward (step (1, 1)) or
backward (step (−1, 1)), while the remaining flipped spins keep their places
(steps (0, 1)). It means that the considered average gives the number of
configurations traced by N random turns walkers being initially located
on the lattice sites m1 > m2 > · · · > mN and arrived after K steps at
the positions j1 > j2 > · · · > jN . The vicious walkers condition, i.e., the
condition that walkers do not touch each other up to K steps, is guaranteed
by the property of the Pauli matrices (σ±

k )
2 = 0. The number of forward
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and backward steps in the configuration is equal to K. The configuration
of paths in Figure (2) may be expressed in terms of the matrix ∆:

(∆m1,m1+1∆m1+1,m1+2∆m1+2,j1)(∆m2,m2−1∆m2−1,m2
∆m2,j2)

(∆m3,m3+1∆m3+1,j3)∆m4,j4 .

Figure 2. Random turns walk.

Consider now the multi-particles correlation function

G(j1, j2, . . . , jN ;m1,m2, . . . ,mN |t)=〈j1, j2, . . . , jN |etĤ |m1,m2, . . . ,mN〉,
(41)

or

Gj;m(t) ≡ 〈j| etĤ |m〉 . (42)

This function is considered to be the exponential generating function of the

random turns walkers. Differentiating (41), (42) by t and applying (40),



HEISENBERG XX0 CHAIN 57

we shall obtain the equation for the multi-particles correlation function

d

dt
G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |t)

=

N∑

k=1

G(j1, j2, . . . , jk + 1, . . . , jN ; m1,m2, . . . ,mN |t)

+

N∑

k=1

G(j1, j2, . . . , jk − 1, . . . , jN ; m1,m2, . . . ,mN |t) , (43)

where the indices mk are fixed (and a similar equation for jk fixed). The
non-intersection condition means that

G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |t) = 0 ,

if mk = mp, jk = jp for any 0 6 j,m 6 M − 1. The function G should be
periodic in each jk, mk with all other js, ms (k 6= s) fixed:

G(j1, j2, . . . , jk +M, . . . , jN ; m1,m2, . . . ,mN |t)
= G(j1, j2, . . . , jN ; m1,m2, . . . , jk +M, . . . ,mN |t)

= G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |t) .
Equation (43) is supplied with the “initial” condition

G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |0) =
N∏

m=1

δjm,lm .

It is easy to verify that the solution of Eq. (43) may be represented in
the determinantal form:

G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |t)
= det

(
G(jr ,ms|t)

)

r,s=1,2,...,N
= det

(
(et∆)jr ,ms

)

r,s=1,2,...,N
, (44)

where G(j,m|t) is given by (11). Expanding the determinant in right-hand
side of (44) in powers of ∆, we obtain:

det
(
(et∆)jr ,ms

)

r,s=1,2,...,N

=
∑

σ(s1,...,sN )

(−1)ǫ(σ)(et∆)j1,ms1
(et∆)j2,ms2

· · · (et∆)jN ,msN
, (45)

where the sum is over all permutations of the set {s1, . . . , sN}, and ǫ(σ) is
the parity of permutation. Differentiating this expression by t and taking
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into account the definition (3), we find that (44) is the solution of Eq. (43).
The determinantal form of the solution guarantees the non-intersection of
the paths.

To find the number of the lattice paths made by N random turns walkers
in K steps defined by the average (38), we have to expand (45) in powers
of t:

det
(
(et∆)jr ,ms

)

r,s=1,2,...,N

=

∞∑

k1,k2,...,kN=0

tk1+k2+...+kN

k1!k2! . . . kN !

∑

σ(s1,s2,...,sN )

(−1)ǫ(σ)(∆k1)j1,ms1

× (∆k2)j2,ms2
· · · (∆kN )jN ,msN

. (46)

Gathering the terms at tK/K!, we obtain:

G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |K)

=
∑

|k|=K

P (k) det
(
(∆kr )jr ,ms

)

r,s=1,2,...,N
, (47)

where |k| ≡ k1 + k2 + . . .+ kN , and P (k) is the multinomial coefficient:

P (k) ≡ (k1 + k2 + . . .+ kN )!

k1!k2! . . . kN !
.

The other representation of the exponential generating function may be
obtained by substitution of expression (36) into the solution (44):

G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |t)

=
1

MNN !

M−1∑

k1,k2,...,kN=0

e
2t

N∑

n=1

cos 2πkn
M

det
(
ei

2πkr
M

(jr−ms)
)

r,s=1,2,...,N
. (48)

The antisymmetry of the summand with respect to permutations enables

to transform det
(
ei

2πkr
M

(jr−mk)
)

in (48) into the product of the determi-

nants det
(
ei

2πkr
M

jr
)

and det
(
ei

2πkr
M

ms
)
, so that right-hand side of (48) can

be expressed in terms of the Schur functions:

G(j1, j2, . . . , jN ; m1,m2, . . . ,mN |t)

=
∑

M−1>k1>k2>...>kN>0

e2t
∑N

n=1
cosφkn

N 2(φN )
Sλm(eiφN )Sλj(e−iφN ) , (49)
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where

N−2(φN ) ≡ M−N
∏

16s<t6N

2
(
1− cos(φkt

− φks
)
)
. (50)

The notations in (49) and (50) are:

eiφN ≡ (eiφk1 , eiφk2 , . . . , eiφkN ) ,

φN ≡ (φk1
, φk2

, . . . , φkN
) , φkl

≡ 2πkl
M

. (51)

The Schur function Sλ in (49) is defined by the Jacobi–Trudi relation, [5]:

Sλ(xN ) ≡ Sλ(x1, x2, . . . , xN ) ≡
det(xλk+N−k

j )16j,k6N

V(xN )
, (52)

where λ = (λ1, λ2, . . . , λN ) is the partition M −N > λ1 > λ2 > . . . >
λN > 0, and V(xN ) is the Vandermonde determinant

V(xN ) ≡ det(xN−k
j )16j,k6N =

∏

16m<l6N

(xl − xm) . (53)

The partitions λm and λj in (49) are related to the starting and final
positions of the walkers m1 > m2 > . . . > mN and j1 > j2 > . . . > jN :
(λm)k ≡ mk −N + k, (λj)k ≡ jk −N + k.

The Schur functions are equal to unity, Sλm(eiφN ) = Sλj(e−iφN ) = 1,
provided that m = j = δN , where δN is the “staircase” partition

δN ≡ (N − 1, N − 2, . . . , 1, 0) . (54)

Then, Eq. (49) provides the representation for the determinant:

det
(
(et∆)jr ,ms

)

r,s=1,2,...,N
=M−N

∑

M−1>k1>k2>...>kN>0

e2t
∑N

n=1
cos 2πkn

M

×
∏

16s<t6N

2
(
1− cos(φkt

− φks
)
)
. (55)

The use of (47) and (55) leads to the following.
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Proposition. The Ramus’s identity (37) admits the determinantal gen-

eralization:

∑

|k|=K

P (k) det
(
(∆kr )r−1,s−1

)

r,s=1,2,...,N
=

2K

MN

∑

M−1>k1>k2>...>kN>0

×
( N∑

n=1

cos
2πkn
M

)K ∏

16s<t6N

2
(
1− cos(φkt

− φks
)
)
, (56)

where left-hand side is expressed by means of the entries of powers of the

circulant matrix ∆ (3), which are given by Eq. (33).
Let us consider the centroid operator

Q̂ =
1

2N

M−1∑

j=1

j(1− σz
j ) , (57)

which acts on N -particle state (7) as

Q̂|µ〉 ≡ Q̂|µ1, µ2, . . . , µN 〉 = |µ|
N

|µ〉 , (58)

where |µ|
N = 1

N

∑N
j=1 µj may be considered as the arithmetic mean of

positions of N random turns walkers.

In order to study the time evolution of the exponential e−hQ̂ of the
centroid operator Q̂, we shall obtain the “two-time” correlation function:

F (j1, j2, . . . , jN ; m1,m2, . . . ,mN | t1, t2, h)
≡ 〈⇑| σ+

j1
σ+
j2
· · ·σ+

jN
et1Ĥe−hQ̂et2Ĥσ−

m1
σ−
m2

· · ·σ−
mN

|⇑〉
= 〈j1, j2, . . . , jN | et1Ĥe−hQ̂et2Ĥ | m1,m2, . . . , mN 〉 , (59)

or using (7), (8)

Fj;m(t1, t2, h) ≡ 〈j|et1Ĥe−hQ̂et2Ĥ |m〉 . (60)

Our main result is the following.
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Theorem. Explicit expression for Fj;m(t1, t2, h) (59), (60) is given by the

representation:

Fj;m(t1, t2, h) = e−hN−1

2 (1− e−
hM
N )N

∑

M−1>k1>k2>...>kN>0

×
∑

M−1>p1>p2>...>pN>0

e2t1
∑N

n=1
cosφkn+2t2

∑N
n=1

cosχpn

N 2(φN )N 2(χN)

× Sλm(e−iχN )Sλj(eiφN )
∏

16m6j6N

1

1− e−h/Nei(χpj
−φkm )

, (61)

where the notations given by (51) are used together with the analogous

notations

eiχN ≡ (eiχp1 , eiχp2 , . . . , eiχpN ) ,

χN ≡ (χp1
, χp2

, . . . , χpN
) , χpl

≡ 2πpl
M

. (62)

Besides, N 2(φN ) and N 2(χN ) in (61) are given by (50). Further,

V−1(e−iφN ) =
∏

16m<l6N

(e−iφkl − e−iφkm )−1 ,

V−1(e−h/NeiχN ) =
∏

16r<s6N

e
h
N (eiχps − eiχpr )−1 ,

and |µ| ≡ ∑N
j=1 µj = |λ|+ N(N−1)

2 are taken into account.

Proof. First of all, let us insert the resolution of the identity operator
(10) into (59), (60) and obtain:

F (j1, j2, . . . , jN ; m1,m2, . . . ,mN |t1, t2, h)

=
∑

M−1>µ1>µ2>···>µN>0

e−h |µ|
N G(j1, j2, . . . ;µ1, µ2, . . . , µN |t1)

× G(µ1, µ2, . . . , µN ; m1,m2, . . . ,mN |t2) , (63)

or, using (7), (8),

Fj;m(t1, t2, h) =
∑

µN⊆{(M−1)N}

e−h |µ|
N Gj;µ(t1)Gµ;m(t2) , (64)

where the summation is defined by (10), and (58) is taken into account.
The correlation functions Gj;µ(t1) and Gµ;m(t2) are defined by (42).
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To calculate (63) and (64) we need the Binet–Cauchy formula expressed
in terms of the Schur functions, [5]:

PM (x1, x2, . . . , xN ; y1, y2, . . . , yN)

≡
∑

λ⊆{(M−N)N}

Sλ(x1, x2, . . . , xN )Sλ(y1, y2, . . . , yN )

=
∏

16m<l6N

(xl − xm)−1
∏

16p<s6N

(ys − yp)
−1 det

(
1− (xkyj)

M

1− xkyj

)

j,k=1,2,...,N

,

(65)

where the summation is over all partitions λ satisfying: M − N > λ1 >

λ2 > . . . > λN > 0. The Schur function is a homogeneous function:

α|λ|Sλ(x1, x2, . . . , xN ) = Sλ(αx1, αx2, . . . , αxN ) , (66)

where |λ| = λ1 + λ2 + . . .+ λN is the weight of the partition λ.
After substitution of (49) into (63) and (64) we use (65) and (66) and

obtain:

Fj;m(t1, t2, h)

=
∑

M−1>k1>k2>...>kN>0

∑

M−1>p1>p2>...>pN>0

e2t1
∑N

n=1
cosφkn+2t2

∑N
n=1

cosχpn

N 2(φN )N 2(χN )

× e−hN−1

2
Sλm(e−iχN )Sλj(eiφN )

V(e−iφN )V(e−h/NeiχN )

× det

(
1− e−hM/N

1− e−h/Nei(χpj
−φkm )

)

j,m=1,2,...,N

, (67)

where the notations (50), (51), and (62) are used. The Cauchy determinant
in (67) may be calculated, and the final result (61) arises. �
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