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ESTIMATES FOR ORDER STATISTICS IN TERMS OF
QUANTILES

ABSTRACT. Let Xi,...,X, be independent non-negative random
variables with cumulative distribution functions F, Fa, ..., Fy, each
satisfying certain (rather mild) conditions. We show that the me-
dian of k-th smallest order statistic of the vector (Xi,...,Xy) is
equivalent to the quantile of order (k — 1/2)/n with respect to the

n
averaged distribution ' = 1 3 F.
i=1

§1. INTRODUCTION

The goal of this note is to provide sharp estimates for order statistics
of independent, not necessarily identically distributed random variables,
whose distributions satisfy certain (rather mild) conditions. Order statis-
tics are among very important objects in probability and statistics with
many applications. We refer to [1-3] and references therein for informa-
tion on the subject, especially in the case of i.i.d. random variables. The
case of independent but not identically distributed random variables is
less studied, we refer to [3, Chapter 5] for some results in this direction.
Understanding this setting is important in some applications, for example
in connection with the Mallat—Zeitouni problem [10,11], the study of as-
ymptotic behaviour of some classes of normed spaces [5], some problems
in reconstruction [4], to name a few.

Given 1 < k < n and a sequence of real numbers ay,as,...,a,, let
k-min;¢, a; and k-max;¢, a; denote its k-th smallest and k-th largest
elements, in particular,

k-mina; = (n — k + 1)- maxa;.
i<n i<n

Let F' be cdf (cumulative distribution function) of a non-negative ran-
dom variable. We employ the following condition:

there exists K > 1 such that 1f§;}((lt()t) > fjﬁil) forall t >0 (1)
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(see the next section for discussion and examples).

The main result of this note, Theorem 3.1, states that given K > 1,
1 < k < n, and independent non-negative random variables Xi,..., X,
with cdf’s Fy, Fs, ..., F,, each satisfying condition (1) with parameter K,
one has
kE—1/2 kE—1/2
K1%FC——L)<MM@—MnngKB@(——LJ,
n n

<isn
where qr(t) is the quantile of order ¢ with respect to the averaged distri-
n
bution F = 1 3 F;.
i=1

This result improves and complements the results from [6-8], where,
under somewhat stronger conditions on distributions, the authors proved
estimates for the corresponding expectations up to a factor logarithmic in
k. More precisely, in [6,7] it was shown that given a, 8,p > 0, 1 < k < n,
real numbers 0 < z1 < 22 < ... < z,, and independent random variables
&, ..., &, satisfying

VE>0 P(E<t)<at and P(|¢>1t) <e ™

one has

1 E+1—j p
ST Ta A, T < (E’“ min '“‘if””)

a 1<j< Z 1/zz 1<i<n
i=j

k+1—j
> 1/
i=j

< —1
< C(p,k)B [pax,

where C'(p, k) := Cmax{p,In(k + 1)}, and C is an absolute positive con-
stant. In [8] this was extended further to a larger class of distributions,
namely it was shown that the expectation above is equivalent to some
Orlicz norm of the sequence (1/z;);, again up to a factor logarithmic in k.

We would also like to mention that order statistics of random vectors
with independent but not identically distributed coordinates were studied
in [12], where a result of Hoeffding [9] was used, in particular, to esti-
mate the difference between the median of k- min;<;<,(X;) and the me-
dian of the k-th order statistic of a randonﬁ vector with i.i.d. coordinates

distributed according to the law F = 1 3" F; (see also [3, pp. 96-97]).
i=1
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However, the results of [12] do not seem to directly imply the relations
which we prove in Theorem 3.1.

§2. NOTATION AND PRELIMINARIES

Given a subset A C N, we denote its cardinality by |A|. Next, for a
natural number n and a set E C {1,2,...,n}, we denote by E¢ the com-
plement of E inside {1,2,...,n}. Similarly, for an event £ we denote by
£° the complement of the event. Further, we say that a collection of sets
(A;)j<k s a partition of {1,2,...,n} if each A; is non-empty, the sets are
pairwise disjoint and their union is {1,2,...,n}. The canonical Euclidean
norm and the canonical inner product in R™ will be denoted by | - | and
(-, ), respectively. We adopt the conventions 1/0 = oo and 1/co = 0
throughout the text.

Let £ be a real-valued random variable. As usual, we use the abbrevi-
ation cdf for the cumulative distribution function (that is, the cdf of ¢ is
Fe(t) =P(§ < t)). Given r € [0,1], by ¢(r) = qr(r) = ¢ge(r) we denote a
quantile of order r, that is a number satisfying

P{<q(r)} <r and P{{<q(r)}>r

(note that in general ¢(r) is not uniquely defined).

Now we discuss our main condition on the distributions, the condi-
tion (1). Clearly, if the cdf of a non-negative random variable £ satisfies
condition (1) with some K then for every z > 0 the cdf of z¢ satisfies (1)
with the same K. Note that (1) is equivalent to

n((t, Kt]) > n([0,8]) n((Kt,o0)), t>0, (2)

where p is the probability measure on R (actually, on R, ) induced by F.
It is not difficult to see that the uniform distribution on [0, 1] satisfies the
condition (1) with K = 2. Another example of a random variable satisfy-
ing (1) (with K = 2'/?) is a random variable ¢ taking values in [1, 00) with
P& > 1) =1/tP, t > 1, where p > 0 is a fixed parameter. Next we show
that the absolute value of any log-concave random variable satisfies (1). In
particular, this includes Gaussian and exponential distributions.

Lemma 2.1. Let n be a log-concave variable. Then the cdf of |n| satis-
fies (1) with K = 3.

The lemma is an immediate consequence of the following statement and
the fact that conditions (1) and (2) are equivalent.
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Lemma 2.2. Let g be a non-degenerate log-concave probability measure
on R and let t > 0. Then

MO((t, OO)) ﬂO((tv 3t]) = ,u,()([—t, t]) NO((3t7 OO))
and
tio ((—00, —t)) po ([—3t, —t)) = po([—t,]) po ((—o00, —31)).
In particular, we have
p((t,3t]) = po ([—3¢t, —t) U (t,3t]) > po([—t,t]) po ((—o00, —3t) U (3t,00))
= u([0,1]) p((3t,00)),
where 1 is defined by p(S) == po(—SUS), S C R,.

Proof. We prove the first inequality only, the second one is similar. Note
that

(t,00) = 1 [—t,00) + 1 (3t,00).
By log-concavity of po this implies
N02 ((ta OO)) = o ([_ta OO)) Ho ((3t7 OO))
= (HO ([*ta t]) + NO((ta OO))) Ho ((3t7 OO))
Thus
H’O((ta OO)) (H’O((ta OO)) - NO((Sta OO))) = NO([*ta t]) H’U((?’ta OO)),
which implies the result. O
Remark 2.3. We would also like to notice that (1) implies that
F(t) > 2F(t/K?), whenever F(t) <1/2.

This (weaker) assumption on F' was employed in [10].

§3. MAIN RESULT

In this section we prove our main result, stating that medians of order
statistics in case of independent components are equivalent to correspond-
ing quantiles of an averaged distribution.

Theorem 3.1. Let K > 1 and k < n. Let X1,...,X,, be independent
non-negative random variables with cdf’s Fy,F,,..., F,, each satisfying
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n
condition (1) with parameter K. Set F = L 3" F;. Then for 0 <t < K7
i=1

one has

k—1/2
]P{k- min X; <th( / )} <4/ K)
n

1<i<n
and for t > K° one has

k—1/2
]P’{k- min X, >th( / )} <4t 1/BME).
n

xRN

In particular,

k—1/2 k—1/2
Klqu< / > gMed(k— min Xi) < K" QF< / >
- n

<ikn
In the proof of the theorem, we will use two following auxiliary state-

ments.

Lemma 3.2. Let F : (0,00) — [0,1] be a non-decreasing function satisfy-
ing (1). Let £>1, v € (0,1), and t > 0. Then
F(t) > 2'(1-F(t) F (t/K") (3)
and, assuming that F(t) > 1 — 7,
¢
1-F(t/K") > ﬁ (1—F(t)). (4)
Proof. Applying (1) ¢ times we obtain
Ft) 20F(t/K")
1-F(t)~ 1-F(t/KY’
which implies (3). Fix a parameter 8 € (0, 1), which will be specified later.
If F (t/K") > B then the above inequality implies
1-F(t/K") =23 (1 - F(t)).

Otherwise, if F' (t/K*) < 8, we get

WV

1-F(t/K")>1-p #

(1—F(t)).
Choosing 3 := 1/(2%y + 1), we get (4) and complete the proof. O
The next simple lemma can be verified by considering the expectation

and the variance of the sum of random Bernoulli variables and using the
Chebyshev inequality.
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Lemma 3.3. Let ny,...,n, be independent Bernoulli 0/1 random vari-
ables with probabilities of success py,pa,.-.,pn. Then for every t > 0 we

have
n n 1 n
P{‘Zm - pi| > t} <z > b
i=1 i=1 i=1

Proof of Theorem 3.1. We start with the first bound. Take any positive
q<qr (k_;/Q). By definition of the quantile, we have Y Fj(q) < k —1/2.
i=1
To estimate k- min;¢,, X; from below it is enough to show that the set of
indices 7 corresponding to “small” X;’s has cardinality at most k — 1.
Fix £ > 5 such that K—/~1 <t < K~ and put vy := 1/2¢2, t; := q/K*.
Further, set

I'={i<n: Fi(qg)<l—v} and I°:={i<n: Fi(q) >1-1}.

We want to estimate the number of indices i € I corresponding to “small”
X;. Denote

A=) F(q) and B:=)_ Fi(ty).
icl icl
Applying (3) to F;, i € I, we get that A > 2¢yB. Therefore, if A <
2¢~/(2¢y — 1) then
A 1
P{diel : X; <ty} < P{X; <tpy} =B —< —.
{'LE i 0} ; { 4 0} QE'Y 24,)/*]_
If A>2/y/(2¢y — 1) then, applying Lemma 3.3, we get

P{{{iel:X;<t}| <A} = P{ZX{XI.QO} < A}

icl
B
>1- s
(A - B)?
20y
>1-—
A2fy —1)?
S R
20y —1
Thus, in both cases we have
. 1

icl
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Next, we estimate the number of indices ¢ € I¢ corresponding to “small”
Xi’s. Ifa:= > (1 - F;(q)) < 1/2, then we have

iele
1
)< 5+ D File) <k =) Fia),
iele el

and from (5) we obtain

. 1
Now, assume that a > 1/2. Set b:= > (1 — Fj(tp)). Applying (4) to F;,
icle
i € I°, we get b > 52 1a. Note that Y Fi(g) = |I°] — a. Therefore, by
icle

Lemma 3.3 we obtain

P{lfic1®: Xi<toll < 3 F@} =P{ > xixicto) < II°| - a}

S ic€le
= P{b — Z X{Xi>t0} <b-— a}
iele
b
>1-
(b—a)?

. 22028y + 1)
e
Combining the last relation with (5) and using that > Fi(q) < k—1/2 < k,

i<n
we obtain
]P’{|{z’<n-X»<t}|<k}>1— I 22020y 4+ 1) >17i
X - XX L0 = 2[7_1 (2[_247_1)2/ 2[/27

where in the last inequality we used the assumption ¢ > 5 and the identity
v = 1/2%/2. This proves
4
- mi X . < E} < —.
P{k i, S o/ K7y < 2t/2

Finally, by the choice of ¢ we have £ > (4In(1/t))/(51n K'), which implies
the first part of the theorem.

The second part is somewhat similar. To make comparison with the
first part of the proof straightforward, we will use the same letters for
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k—1/2)_

corresponding sets or numbers, just adding a bar. Let ¢ := ¢p ( -

By definition, we have Z F;(q) > k —1/2. To estimate k- min;<,, X; from

above we will show that the set of indices i corresponding to “small”
X; typically has cardinality at least k. Fix ¢ > 5 such that such that
KU <t < KB and set 5 := 2/4%/3 1y := K'q. Further, let

I'={i<n:F)<1-5} and I°:={i<n: Ft)>1-7}
Let us bound the number of indices i € I corresponding to “small” X
Denote

A=) F(q) and B:=) Ffo)
iel iel
Assume that A > 1/2. Applying Lemma 3.3, we get
P{{{i € I+ Xi <fo}| > A} =P{ " x(xicn) > A}
iel

- P{B > Xixicio) <B - A}

icl
1. B
(B —A)?
I+1 =
S P
(277~ 1)?

where we used the estimate B > 275 A, which follows from (3). Thus, in
both cases A < 1/2 and A > 1/2 we have
22+1 ,7

@ O

]P’{|{z' el: X<t} > Fi(@) - 1/2} >1-

iel
Next, we estimate the number of indices i € I corresponding to “small”
X,’s. Fix
A= 4/2020y +1)/(2T = 2Ty — 1) < 1.
Ifa:= Y (1— Fi(q)) < A, then [I°| < A+ Y. F;(q). In this situation we

icle icle

fiel®: X > Fi(q)

icle
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if and only if X; < #; for all i € I°. Note also that for every ay,...,an €
(0,1] one has

m m
if Zai>mf/\ then Hai>17/\.
i=1 i=1

This and independence of X;’s imply

P{Hz el : X; <t} > Z Fz(‘f)}

iele
=[IP{xi<to} > [[P{xi<q}>1-x
iele iele

Together with (6), it gives

2Z+1 ,7

— =\
CEEDE

n
P{|{i <n: Xi<h} > Fi(a) - 1/2} >1-
i=1
It remains to consider the case a > \. Set

b= (1 - F(fo)).

iele

Applying (4) to F;, i € I°, we get that a > 2,%%5. Note that Y. Fj(q) =
iele
|I¢| — a@. Therefore, by Lemma 3.3, we obtain

P{Hl el’: X; <t} > Z Fz(‘j)} = P{ ZX{Xigfo} > [I°] - d}

icle icle

:]P{ ZX{XI'>{0}7Z_)<5’75}

icle
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Combining this with (6), we obtain

P{|{i <n: X <h)|> Y Fi(a) - 1/2}

_ 2ttty e+
(2fy-1)2 (2 -2y -1)p2Xx
Since ¢ > 5 and in view of the definitions of 4 and A, in both cases a < A
and a > X one has

. . —~ 4
P{I{i <n: Xi <@}l > Y F@-1/2}>1- 5.
i=1
Note that > F;(7) —1/2 > k — 1, thus the last estimate implies
i=1

) 4
IP’{k- min X; > K¢ q} < —

1<i<n 20/3"
Finally, observe that by the choice of £ we have £ > (41nt)/(5In K), which
implies the second estimate in the theorem. O
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