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#### Abstract

Results and applications of the method of modules in geometric function theory are presented. The method was originated by J. A. Jenkins, and further development proceeded in works of the Leningrad-St.Petersburg mathematical school. A retrospective description of the origin of the method is given, and the determining role of Jenkins in the development of the method of the extremal metric is pointed out.


## Dedicated to the memory of James Allister Jenkins

The survey is organized in following way.
In the Introduction, a brief account of the history of Geometric Function Theory is given.

In Secs. 1 and 2 of this survey, basic definitions and facts of the theory of modules and the theory of quadratic differentials are described; we preserve the terminology from the Jenkins monograph [41]. These notions and facts are given for completeness of the presentation; they are used throughout in the following parts of this survey everywhere.

In Sec. 3, a short description of the General Coefficient Theorem of Jenkins and some applications of this theorem are given.

Section 4, is devoted to results of the method of modules of curve families, Sec. 5 is concerned with some applications of this method.

Section 6 deals with results of Jenkins related to the symmetrization method and various other questions.

At the end of this review, a list of Jenkins' articles and a list of cited works of other authors are presented.

In the sequel, the following notation is used: $\mathbb{C}$ is the complex plane, $\overline{\mathbb{C}}=\mathbb{C} \cup\{\infty\}$ is the Riemann sphere, $U_{R}=\{z:|z|=R\}, U_{1}:=U$, $U(a, \epsilon)=\{z:|z-a|<\epsilon\}, C=\{z:|z|=1\}$.

[^0]Let $M(D, a)$ be the reduced module of a simply connected domain $D$ with respect to a point $a \in D: M(D, a)=1 / 2 \pi \log R(D, a)$, where $R(D, a)$ is the conformal radius of the domain $D$ with respect to the point $a$ if $a \neq$ $\infty, M(D, \infty)=-1 / 2 \pi \log R(D, \infty)$. By $M(D, a, b)$, the reduced module of the bigon D with respect to its vertices $a$ and $b$ is denoted.

## INTRODUCTION: geometric function theory. The role of J. A. Jenkins in the development of this theory

The objects of study in geometric function theory (for short,the GFT) are classes of functions defined in given simply connected or multiply connected domains or on a Riemann surface. A distinctive characteristic of this theory is that it considers the functions in such classes mainly as mappings possessing some specific geometric properties. The essential role in the problems of the GFT belongs to univalent functions, these functions realize one-to-one mappings. Univalent mappings possess a number of important extremal properties in various general classes of conformal mappings.

Much attention in the GFT has been paid to the following objects. Let $S$ denote the family of functions $f(z)$ regular and univalent in the disk $|z|<1$ with the expansion in a neighborhood of the origin given by

$$
\begin{equation*}
f(z)=z+c_{2} z^{2}+c_{3} z^{3}+\ldots \tag{0.1}
\end{equation*}
$$

Let $D$ be a domain on the $z$-sphere containing the point at infinity.Let $\Sigma(D)$ denote the family of functions $f(z)$ meromorphic and univalent in $D$ with the Laurent expansion in a neighborhood of infinity given by

$$
\begin{equation*}
f(z)=z+\alpha_{0}+\alpha_{1} z^{-1}+\ldots . \tag{0.2}
\end{equation*}
$$

In particular, if $D$ is the simply connected domain $|z|>1$, we denote the last class merely by $\Sigma$.

The beginning of the GFT has been made in 1907 in works of Koebe on functions in the class $S$. In the middle of the last century, the theory of univalent functions has already been a sufficiently advanced mathematical discipline in which powerful methods applicable to general families of univalent functions were developed. The first of the deeper methods to be applied in the theory of univalent functions was the parametric method due to Loewner [212]. Grötzsch was first who treated the theory of univalent functions in a unified manner by a single method, namely, by the method
of the extremal metric. Several years later, Grunsky [181] treated a number of the same problem by the method of contour integration. Finally, Schiffer [226-228] developed a variational method for treating extremal problems for univalent functions. Schaffer and Spencer [223-225] gave another variant of the method of interior variations. Goluzin [164] applied his version of this method to various extremal problems in the theory of univalent functions. A characteristic of these methods and the results obtained by these methods are given in the Introduction to the monograph of Jenkins [41]; this monograph will repeatedly mentioned in the sequel.

Note that a Bieberbach typothesis influenced the initial development of these classical methods. Namely, in 1916 L.Bieberbach conjectured that in the class $S$ for all $n \geqslant 2$ we have the inequality

$$
\left|c_{n}\right| \leqslant n
$$

and the equality $\left|c_{n}\right|=n$ occurs only for the Koebe functions $K_{\epsilon}(z)=$ $z /(1-\epsilon z)^{2},|\epsilon|=1$. The functions $K_{\epsilon}(z)$ map the disk $|z|=1$ onto the whole plane with a radial slit.

In the early 50 s , a new method arose in the theory of univalent functions, namely, the method of symmetrization. An efficient approach to symmetrization for function theoretic problems was introduced by Pólya and Szegö [218]. This method was initially used in the works of Hayman [183].

That was the situation in the theory of univalent functions when the method of the extremal metric appeared. A more complete description is given in [41, Introduction]. Fundamental forwards steps for the creation of this method are due to Jenkins. The basis of the method of the extremal metric is the Grötzsch method of strips.

In the Jenkins monograph [41], the following estimate of Grötzsch's results is given.
"His approach, called by him the method of strips, represents a very essential improvement over the primitive length-area proofs, operating with the characteristic conformal invariants of doubly-connected domains and quadrangles. He readily obtained most of the then known results and in an outstanding series of papers [169-180] obtained many interesting new results, attacking with equal facility problems for simply-connected domains and for domains of finite connectivity. Notable also are his contributions to the theory of domains of infinite connectivity. ...It is difficult to understand the slowness with which proper recognition came to him. Even
to-day, when one feels that his work must be universally known, we find his results being explicitly credited to others ... Perhaps the best measure of the brilliance of his accomplishment is the effort required for some mathematicians at the present time, working with the best tools now available, to rediscover his results, obtained twenty-five years ago and more."

Another direction in the development of the extremal metric method was presented by work of Ahlfors [124] which is also an improvement over the length-area proof.

In 1946, Ahlfors and Beurling [125] gave an important new formulation of the extremal metric method.

The important role in the development of the method of the extremal metric is due to Teichmüller [247-249]. We cite Jenkins' expression [41].
"On the one hand he made explicit the close relationship of this method with Differential Geometry. (However this idea is present implicity and in some places even implicitly in the work of Grötzsch, see especially [177 III, 179].) Even more important was his discovery, based on his study of Grötzsch's results on his own work on quasiconformal mapping, of the essential role played by quadratic differentials. In this connection he formulated a notable principle giving the manner in which quadratic differentials are associated with the solutions of extremal problems particularly in so far as the singularities of the quadratic differential correspond to given data of the extremal problem."

Recall that the Teichmüller principle consists in the following assertion. If in an extremal problem it is assumed that a certain point is fixed and there are no other restrictions, then the quadratic differential has a simple pole at that point. If an addition it is required that the function under consideration in the problem has fixed values for its first $n$ derivatives at this point (in terms of the corresponding local parameter), then the quadratic differential has a pole of order $n+1$ at this point. More generally, the highest derivatives occurrence may not be required to be fixed but some condition on its region of variation may be desired.

However, Teichmüller did not prove any general result that realized this principle in concrete form.

One of the most general results of the method of the extremal metric and all the GFT is the General Coefficient Theorem of Jenkins (for short, the GCT;[41], Theorem 4.1). A more general form of the GCT was given
in [50]. The GCT realizes the Teichm'ller principle for a wide range of extremal problems.

Briefly about the GCT and its applications will be said in Sec. 3.
Almost simultaneously with the GCT, Jenkins [39 I] discovered the general principle that establishes an equivalence of a module problem for several curve classes and a problem on extremal decomposition of a Riemann surface into a family of domains associated with given curve classes. This principle was the basis for a new method of the GFT referred to as the method of modules of curve families (shortly, the module method or MM). This method was established by the St.Petersburg mathematical school.Results of the module method and its applications are the central theme of this survey.

At the present time, the method of the extremal metric is a general method in the theory of functions.

Along with the development of the extremal metric method, the classical methods of the GFT have also been perfected. For example, a general and rather heuristic form of the area method was worked out. The Lebedev monograph [210] is devoted to this method. The logical completion of the Loewner-Kufarev theory was shaped finally in the studies of Pommerenke [219, 220] and Gutlyanskii [182]. In the series of work by Goryanov, the semigroup aspect of the Loewner-Kufarev method was developed and applied [165-168].

The theory of quadratic differentials led to simplification of the proof and completeness of results of the variational method. The efficiency of the combination of the extremal metric method and the method of symmetrization was shown already in the first investigations by these methods.

To the present time, the method of symmetrization gained obtained unexpected applications and development. Also, with the help of the polarization method Dubinin obtained the solution of the Gonchar problem on condenser capacity, which that induced the interest to this method [133]. Working on the Gonchar problem concerning the harmonic measure, Dubinin created the method of dissymmetrization [132]. Contrary to the classical results, dissymmetrization of a symmetric condenser does not increase its capacity. Polarization and dissymmetrization are widely used in modern investigations.

One of the new symmetrization approaches is the piecewise separating symmetrization of condensers and domains, developed by Dubinin [134]. In a number of cases, the results obtained by this symmetrization can be derived by the method of modules.

A number of investigations due to Dubinin and his school are devoted to asymptotic properties of the capacity of generalized condensers under degeneration of its plates and some applications of this approach $[136,137,143]$. The indicated approach is parallel to the extremal metric approach to the concept of a reduced module.

For the questions mentioned above see the surveys articles [135, 141], the monograph [138].

On the background of development of new methods, a classical method showed itself unexpectedly. In 1984, L. de Branges [128, 129] proved the Bieberbach hypothesis with the help of the Loewner method [212], which completed almost 70s years history of the existence of this hypothesis. A sufficiently unusual history of de Branges' proof is presented in [161].

In the last decades, in the works of Dubinin and his pupils, a considerable advance was obtained in classical and modern problems for polynomials and entire functions. This progress was attained due to the application of univalent function theory and also potential theory and symmetrization. For this question, see the survey article [139].

## 1. MODULES AND EXTREMAL LENGTHS

1.1. In Secs. 1 and 2, many definitions and facts from [41] are given without references to [41].

Since we shall discuss families of curves on a Riemann surface, we start with the definition of a conformally invariant metric.

Let $\mathfrak{R}$ be a Riemann surface. We say that conformally invariant metric $\rho(z)|d z|$ is defined on $\mathfrak{R}$ if every local uniformizing parameter $z$ on $\mathfrak{R}$ gives rise to a real nonnegative measurable function $\rho(z)$ satisfying the following two conditions.
(1) If $\gamma$ is a rectifiable curve in a planar parametric neighborhood for $z$, then the integral $\int_{\gamma} \rho(z)|d z|$ exists as a Lebesgue-Stieltjes integral (the case where this integral is equal to $+\infty$ is not excluded).
(2) At every point of intersection of two neighborhood on $\Re$ that are related to local parameters $z$ and $z^{*}$, for the corresponding functions $\rho(z)$
and $\rho^{*}\left(z^{*}\right)$ we have

$$
\rho^{*}\left(z^{*}\right)=\rho(z)\left|d z / d z^{*}\right| .
$$

A curve on a Riemann surface $\mathfrak{R}$ is said to be locally rectifiable if for every closed arc of this curve lying entirely in some neighborhood on $\mathfrak{R}$ in which a local parameter $z$ is defined, the corresponding arc on the $z$-plane is rectifiable.

The notion of conformally invariant metric allows us to introduce the length of curves on $\Re$, and also the module and extremal length of a family of curves, which yield a general pattern of defining conformal invariants. We shall use the following $L$-definition of a module (see [41]).

Let $\Gamma$ be a family of locally rectifiable curves on a
Riemann surface $\mathfrak{R}$, and let $P$ be the class of conformally invariant metrics $\rho(z)|d z|$ defined on $\mathfrak{R}$ and such that $\rho(z)$ is square integrable in the $z$-plane for every local uniformizing parameter $z=x+i y$; we assume that the quantities

$$
A_{\rho}(\mathfrak{R})=\iint_{\mathfrak{R}} \rho^{2}(z) d x d y, L_{\rho}(\Gamma)=\inf _{\gamma \in \Gamma} \int_{\gamma} \rho(z)|d z|
$$

are not equal to 0 or $\infty$ simultaneously. Let $P_{L}$ be the subclass of $P$ defined as follows: for $\rho \in P_{L}$ and $\gamma \in \Gamma$ we have

$$
\int_{\gamma} \rho(z)|d z| \geqslant 1
$$

If the set $P_{L}$ is not void, then the quantity

$$
M(\Gamma)=\inf _{\rho \in P_{L}} A_{\rho}(R)
$$

is called the module of the family $\Gamma$. If $P$ is not void and $P_{L}$ is void, then we put $M(\Gamma)=\infty$. The reciprocal of $M(\Gamma)$ is the extremal length of $\Gamma$. If $M(\Gamma) \neq \infty$, then every metric in $P_{L}$ is said to be admissible. If there exists a metric $\rho^{*}(z)|d z|$ in $P_{L}$ such that

$$
M(\Gamma)=A_{\rho^{*}}(\mathfrak{R})
$$

then it is called an extremal metric of the module problem for the family $\Gamma$.
Most fundamental of the basic properties of modules is the fact that they are conformally invariant. When an extremal metric exists, it is essentially unique (see [41], Theorems 2.1 and 2.2).
1.2. Mention simple examples of modules of curve families.

Theorem 1.1. Let $Q$ be a quadrangle with vertices denoted by 1,2, 3, 4 taken in the natural order on the boundary of $Q$. Let $\Gamma$ be the class of locally rectifiable curves in $Q$ joining the sides 12 and 34. The quadrangle can be mapped conformally onto a rectangle $R$ with vertices $A_{1}, A_{2}, A_{3}, A_{4}$ so that 1,2,3,4 correspond respectively to these vertices. Let $A_{1} A_{2}$ have length $a, A_{2} A_{3}$ length $b$. Then $\Gamma$ has module $m(\Gamma)$ equal to $a / b$.
Theorem 2.2. Let $D$ be a doubly-connected domain lying in the w-plane for which neither boundary component is reduced to a point. Let $\Gamma$ be the class of rectifiable Jordan curves lying in $D$ and separating its boundary components, and let $\Gamma^{\prime}$ be the class of locally rectifiable curves lying in $D$ and joining its boundary components. The domain $D$ can be mapped conformally onto the circular ring in the z-plane defined by

$$
r_{1}<|z|<r_{2} \quad\left(0<r_{1}<r_{2}\right)
$$

Then $\Gamma$ has module $m(\Gamma)$ equal to $\frac{1}{2 \pi} \log \frac{r_{2}}{r_{1}}$, and $\Gamma^{\prime}$ has module $m\left(\Gamma^{\prime}\right)$ equal to $2 \pi / \log \frac{r_{2}}{r_{1}}$.

In the terms of modules of doubly-connected domains, well-known lemmas of Grötzsch are formulated with elegance ([41],Theorems 2.6 and 2.7).
Lemma 1.1. (The first lemma of Grötzsch.) Let $D_{i}, i=1, \ldots, n$, be nonoverlapping quadrangles lying in the circular ring $r_{1}<|z|<r_{2}\left(0<r_{1}<\right.$ $r_{2}$ ), each with a pair of opposite sides on the two bounding circles of that ring. Let $D_{i}$ have the module $M_{i}$ for the class of curves joining this pair of opposite sides. Then

$$
\sum_{i=1}^{n} M_{i} \leqslant 2 \pi / \log \left(r_{2} / r_{1}\right)
$$

Equality occurs if and only if the quadrangles $D_{i}$ are obtained from the ring by radial decomposition so that the sum of areas of the quadrangles is equal to the area of the ring.

The second lemma of Grötzsch establishes an appropriate extremal property for decomposition of a circular ring into nonoverlapping concentric rings.
1.3. The definition of the module of a family of curves can be extended in various ways. One such generalization is related to the notion of the
reduced module of a simply connected domain with respect to an interior point.

Let $D$ be a simply connected domain of hyperbolic type, and $z_{0}$ a point of $D$. For $\epsilon>0$ sufficiently small, the set $D(\epsilon)=D \backslash \overline{U\left(z_{0}, \epsilon\right)}$ is a doubly connected domain. Let $M(D(\epsilon))$ be the module of this domain for the class of curves that separate the boundary component of $D(\epsilon)$. The reduced module of $D$ with respect to $z_{0}$ is defined as follows:

$$
M\left(D, z_{0}\right)=\lim _{\epsilon \rightarrow 0}\left\{M(D(\epsilon))+\frac{1}{2 \pi} \log \epsilon\right\} .
$$

Let $R\left(D, z_{0}\right)$ be the conformal radius of the domain $D$ with respect to $z_{0}$. Then

$$
M\left(D, z_{0}\right)=\frac{1}{2 \pi} \log R\left(D, z_{0}\right)
$$

if $z_{0} \neq \infty, M(D, \infty)=-\frac{1}{2 \pi} \log R(D, \infty)$.
Now we give the definition of the reduced module of a bigon with nonzero integer angles at its vertices, suggested by Emel'yanov (see [148, 198, 156, 238]).

Let $D$ be a simply connected domain of hyperbolic type with two distinguished boundary elements $\tilde{a}_{1}$ and $\tilde{a}_{2}$ with supports at different or coinciding points $a_{1}$ and $a_{2}$ (for definiteness, let $a_{1}, a_{2} \in \mathbb{C}$ ). We assume that $D$ satisfies the following condition $(*)$ : if $\zeta=g(z)$ is the conformal homeomorphism of $D$ onto the strip $-h / 2<\operatorname{Im} \zeta<h / 2$ that satisfies $\operatorname{Re} g\left(\tilde{a}_{1}\right)=-\infty, \operatorname{Re} g\left(\tilde{a}_{2}\right)=+\infty$, and $\epsilon_{1}$ and $\epsilon_{2}$ are sufficiently small positive numbers, then in the connected component $\Delta_{k}\left(\epsilon_{k}\right)$ of $D \cap U\left(a_{k}, \epsilon_{k}\right)$ having $\tilde{a}_{k}$ as a boundary element we have the relation

$$
g(z)=(-1)^{k-1}\left\{A_{k} \log \left(z-a_{k}\right)+\tilde{g}_{k}(z)\right\}, k=1,2,
$$

where $A_{k}>0$, and $\tilde{g}_{k}(z)$ is a regular function. It is clear that $\phi_{k}=h / A_{k}$ is the interior angle of $D$ at the boundary element $\tilde{a}_{k}$.

Suppose that $D$ satisfies condition $(*)$. Let $\Gamma$ be the class of rectifiable curves in $D$ that join the sides of $D$. We denote by $S_{k}\left(\epsilon_{k}\right)$ the arc of the circle $\left|z-a_{k}\right|=\epsilon_{k}$ contained in the boundary of the domain $\Delta_{k}\left(\epsilon_{k}\right)$. Let $D\left(\epsilon_{1}, \epsilon_{2}\right)$ be a quadrangle in $D$ with opposite sides $S_{k}\left(\epsilon_{k}\right), k=1,2$. Let $\Gamma\left(\epsilon_{1}, \epsilon_{2}\right)$ denote the class of locally rectifiable curves in $D\left(\epsilon_{1}, \epsilon_{2}\right)$ that separate the sides $S_{1}\left(\epsilon_{1}\right)$ and $S_{2}\left(\epsilon_{2}\right)$, and let be the module of $D\left(\epsilon_{1}, \epsilon_{2}\right)$
for the class $\Gamma(2)\left(\epsilon_{1}, \epsilon_{2}\right)$. The limit

$$
M(D):=\lim _{\epsilon_{1}, \epsilon_{2} \rightarrow 0}\left\{M\left(D\left(\epsilon_{1}, \epsilon_{2}\right)\right)+\sum_{k=1}^{2} \phi_{k}^{-1} \log \epsilon_{k}\right\}
$$

is called the reduced module of the bigon $D$ for the class $\Gamma$ and is denoted by $M\left(D, a_{1}, a_{2}\right)$.

Another extension of the notion of the module of curve families is that of the reduced module of a triangle suggested by Solynin [230,238]. Necessary conditions of the existence of this reduced module were investigated also by Emel'yanov [153].
1.4. Important for applications to the theory of univalent functions is the extension obtained by considering simultaneously a number of curve families. The module defined in this manner is a function rather than a number. Jenkins [39 I, II; 41] has proved the existence of an extremal metric in situations of considerable generality. Namely, Jenkins has established the general principle which states the relationship between quadratic differentials and a class of modules for multiple curves families. This principle was a basis of the module method. This result of Jenkins is cited in Sec. 4.2.

## 2. QUADRATIC DIFFERENTIALS

The notion of quadratic differential is one of the most important notions in more recent geometric function theory. Quadratic differentials without this notion and an explicit general analytic definition have already been presented in Grötzsh's earlier papers, as well as in Schiffer's fundamental lemma from 1938 and its applications to extremal problems in conformal mapping. Teichmüller made quadratic differentials an independent notion and formulated his general principle (see the Introduction). In investigations by Jenkins, the great attention is paid to the theory of quadratic differentials.

Below we give some facts from quadratic differentials theory, following the presentation in [41]. Many results on quadratic differentials are collected in a later monography of Strebel [242].
2.1. Let $\mathfrak{R}$ be a Riemann surface. $A$ quadratic differential on $\mathfrak{R}$ is an entity which assigns, to every local uniformizing parameter $z$ on $\mathfrak{R}$, a function $Q(z)$ meromorphic in the neighborhood for the parameter $z$ and satisfying the following condition. If $z^{*}$ is another local uniformizing parameter on
$\mathfrak{R}$ and $Q^{*}\left(z^{*}\right)$ is the corresponding function associated with $z *$, and if the neighborhoods for $z$ and $z^{*}$ overlap, then on the intersection of these neighborhoods we have

$$
Q^{*}\left(z^{*}\right)=Q(z)\left(d z / d z^{*}\right)^{2}
$$

A point $P \in \Re$ is called a zero or a pole of order $\mu$ of the differential $Q(z) d z^{2}$ if for every local uniformizing parameter $z, P$ is represented by a point having this property with respect to $Q(z)$. The zeros and poles of $Q(z) d z^{2}$ are called critical points. The set of zeros and simple poles of $Q(z) d z^{2}$ will be denoted by $C$, and the set of poles of order $\mu \geqslant 2$ will be denoted by $H$.

A maximal regular curve on $\mathfrak{R}$ on which $Q(z) d z^{2}>0$ (respectively, $\left.Q(z) d z^{2}<0\right)$ is called a trajectory (respectively, an orthogonal trajectory) of $Q(z) d z^{2}$.

The trajectories and orthogonal trajectories are intrinsically associated with a given quadratic differential, i.e., they do not depend on the specific choice of a local uniformizing parameter.
2.2. For the first time, the local structure of trajectories has been described by Teichmuller [247] without proof. The first detailed presentation under the additional (inessential) condition of hyperellipticity of the quadratic differential in question has been given by Schaeffer and Spencer [225]. Another proof was suggested by Jenkins [21], who considered the case of a quadratic differential on a Riemann surface. In the case of the Riemann sphere, the local and global structure of trajectories of a quadratic differential is described by Jensen in a chapter of the Pommerenke book [220]. Jensen's treatment uses the conformal mappings to reduce the quadratic differential to a form as simple as possible. In this connection, see also the Strebel monograph [242].

The structure of trajectories near the points of $\mathfrak{R} \backslash H$ is described by the following two theorems [41].

Theorem 2.1. For any point $P \in \mathfrak{R} \backslash(C \cup H)$ there exists a neighborhood $N$ of $P$ on $\mathfrak{R}$ and a homeomorphism of $N$ onto the disk $|w|<1$ that takes the maximal open arc of every trajectory in $N$ to a segment on which $\operatorname{Im} w$ is constant.

Thus, each point of $R \backslash(C \cup H)$ belongs to a unique trajectory of the differential $Q(z) d z^{2}$, which is either an open arc or a closed Jordan curve on $\Re$.

Theorem 2.2. For each point $P \in C$ of order $\mu(\mu>0$ if $P$ is a zero and $\mu=-1$ if $P$ is a simple pole), there exists a neighborhood $N$ of $P$ on $\mathfrak{R}$ and a homeomorphism of $N$ onto the disk $|w|<1$ that takes the maximal open arc of every trajectory on $N$ to an open arc on which $\operatorname{Im} w^{(\mu+2) / 2}$ is constant. There are $\mu+2$ trajectories with limiting endpoints at $P$; their limiting tangential directions at $P$ are spaced at equal angles of opening $2 \pi /(\mu+1)$.

The behavior of the trajectories near the points belonging to $H$ turns out to be much more complicated. We give a reduced version of Theorems 3.3 and 3.4 in [41].

Theorem 2.3. Suppose that $P \in H$ is a pole of order $\mu \geqslant 2$, and let $z$ be a local parameter such that $P$ corresponds to $z=0$. Let $\epsilon>0$ be sufficiently small.
I. Let $\mu=2$, and(for some choice of a branch of the square root) let

$$
Q(z)^{1 / 2}=(a+b i) z^{-1}\left(1+b_{1} z+\ldots\right), \quad a, b \in R, a+b i \neq 0,
$$

in the vicinity of $z=0$. Asymptotically, the image of every trajectory meeting the disk $|z|<\epsilon$ behaves as a logarithmic spiral for $a \neq 0, b \neq 0$ and as a rectilinear ray for $a \neq 0, b=0$. If $a=0$, then the image of every trajectory meeting the circle $|z|=\epsilon$ is a closed Jordan curve lying in the circular annulus $\epsilon-0(\epsilon)<|z|<\epsilon+0(\epsilon)$.
II. Let $\mu \geqslant 3$. Then the image of every trajectory having a limiting endpoint at $z=0$ tends to this point along $(\mu-2)$ directions equally spaced at angles of $2 \pi /(\mu-2)$. The image of every trajectory meeting the disk $|z|<\epsilon$ tends to $z=0$ in at least one sense. If the image of a certain trajectory lies entirely in the disk $|z|<\epsilon$, then it tends to $z=0$ in two adjacent limiting directions.
2.3. When we consider the global structure of trajectories of the differential $Q(z) d z^{2}$, an important part is played by the set $\Phi$ defined as the union of all trajectories of $Q(z) d z^{2}$ that have a limiting end point in the set $C$. The elements of $\Phi$ are called critical trajectories of the differential $Q(z) d z^{2}$. Let $\bar{\Phi}$ denote the closure of $\Phi$.

The first general result on the global structure of trajectories was obtained by Jenkins and Spencer [4], where it was shown that in the case of a hyperelliptic quadratic differential, the structure of trajectories is described in terms of domains of four types (the definition of these basic types of domains is given below) together with a finite number of domains in which some of the trajectories belonging to the family $\Phi$ are everywhere dense. Later, Jenkins applied the same arguments to positive quadratic differential on a finite Riemann surface. A quadratic differential on a finite Riemann surface $\mathfrak{R}$ is positive if, in terms of a boundary uniformizing paramerer $z$, the function $Q(z)$ is regular and positive on the segment of the real axis corresponding to the boundary points of $\mathfrak{R}$ with the exception of the zeros of $Q(z)$ (these zeros are necessarily of even order).

Any positive quadratic differential is automatically regular in the boundary of $\Re$. To make the formulations shorter, we agree that every quadratic differential on a closed Riemann surface (in particular, on the $z$-sphere) is positive.

The following lemma of an algebraic nature [41, Lemma3.2] establishes a property of quadratic differentials, which is important for applications.

Lemma 2.1. Consider a positive quadratic differential on a finite Riemann surface $\mathfrak{R}$ of genus $g$ with $n$ boundary components; let $p$ be the total order of the poles of this differential and $q$ the total order of its zeros, where each zero on the boundary (necessarily of even order) is counted with half of its multiplicity. Then $p-q=4-4 g-2 n$.

It follows that in the case $\mathfrak{R}=\overline{\mathbb{C}}$ we have $p-q=4$.
In the definitions of basic types of domains, below $\mathfrak{R}$ is a finite Riemann surface and $Q(z) d z^{2}$ is a quadratic differential on $\mathfrak{R}$. An $F$-set $K$ with respect to this differential is a subset of $R$ such that each trajectory of $Q(z) d z^{2}$ that meets $K$ lies entirely in $K$. The inner closure of a set $K$ is defined as the interior of the closure of $K$ and is denoted by $\hat{K}$. The inner closure of an $F$-set is also an $F$-set.

A ring, circular, strip, end, or density domain for the differential $Q(z) d z^{2}$ is a maximal connected open $F$-set possessing the following properties.
(1) A ring domain $D$ contains no points of the set $C \cup H$ and is swept out by trajectories of $Q(z) d z^{2}$, each being a closed Jordan curve. For a suitable
choice of a pure imaginary constant $c$, the function $w=\exp \left\{c \int Q(z)^{1 / 2} d z\right\}$ conformally maps $D$ onto the circular annulus $r_{1}<|w|<r_{2}$.
(2) A circular domain $C$ contains a unique double pole $A$ of $Q(z) d z^{2}$, and $C \backslash A$ is swept out by trajectories of $Q(z) d z^{2}$, each being a closed Jordan curve separating $A$ from the boundary of $C$. For a suitable choice of a pure imaginary constant $c$, the function $w=\exp \left\{c \int Q(z)^{1 / 2} d z\right\}$ extended by zero to the point $A$ conformally maps $C$ onto the disk $|w|<R$ and takes $A$ to $w=0$.
(3) A strip domain $S$ contains no points of the set $C \cup H$ and is swept out by trajectories of $Q(z) d z^{2}$, each having a limiting endpoint in one direction at a point $A \in H$ and a limiting endpoint in the other direction at some point $B \in H$ (possibly coinciding with $A$ ). The function $\zeta=\int Q(z)^{1 / 2} d z$ conformally maps the domain $S$ onto the strip $a<\operatorname{Im} w<b$.

The local structure of the trajectories of the differential $Q(z) d z^{2}$ implies that $A$ and $B$ must be poles of $Q(z) d z^{2}$ of order $\geqslant 2$.
(4) An end domain $E$ contains no points of the set $C \cup H$ and is swept out by trajectories of $Q(z) d z^{2}$ each having a limiting endpoint at one and same point $A \in H$ in each of the two possible directions. The function $\zeta=\int Q(z)^{1 / 2} d z$ conformally maps the domain $E$ onto the upper or the lower half-plane of the $\zeta$-plane (depending on the choice of a branch of the square root).

The point $A$ must be a pole of $Q(z) d z^{2}$ of order $\geqslant 3$.
$A$ density domain $F$ contains no points of the set $H$, and $F \backslash C$ is swept out by trajectories of $Q(z) d z^{2}$, each being everywhere dense in $F$.
2.4. The global structure of trajectories is described by the Basic Structure Theorem (for short,the BST) in [41]. Here we give a short version of this theorem.

Theorem 2.4. Let $\mathfrak{R}$ be a finite Riemann surface and $Q(z) d z^{2}$ be a positive quadratic differential on $\mathfrak{R}$. Assume that this configuration is not conformally equivalent to any of the following possible cases: (1) $\mathfrak{R}$ is the $z$-sphere, $Q(z) d z^{2}=d z^{2} ;(2) \mathfrak{R}$ is the $z$-sphere, $Q(z) d z^{2}=K e^{i \alpha} d z^{2} / z^{2}$, $K>0, \alpha$ is real; (3) $\Re$ is a torus, $Q(z) d z^{2}$ is regular on $\mathfrak{R}$. Then $\Re \backslash \bar{\Phi}$ consists of a finite number of ring, circular, strip, and end domains.

Each pole of $Q(z) d z^{2}$ of order $\mu=2$ has a neighborhood contained in a circular domain, or a neighborhood covered by the inner closures of finitely many strip domains, and each pole of order $\mu \geqslant 3$ has a neighborhood
covered by the inner closures of $\mu-2$ end domains and finitely many (possibly, none) strip domains.

The inner closure $\hat{\Phi}$ of the set $\Phi$ need not be empty. If $\hat{\Phi} \neq \emptyset$, then $\mathfrak{R}$ contains domains in which every trajectory is everywhere dense.

The question of whether every trajectory had a point set closure which was either an arc or a Jordan curve, i.e., whether conversely there could be recurrent trajectories was considered by Schaeffer and Spencer [225]. They showed in particular that there could be no recurrent trajectory in the case of a differential with one or two poles and obtained the same result for a particular type of the meromorphic quadratic differential with three poles. They expected and were trying to prove that this was the general situation.

Jenkins proved that the only general circumstances in which one can affirm the absence of recurrent trajectories for positive quadratic differentials on finite Riemann surface are in the case of schlichtartig domains and when the total number of poles and boundary components is at most three. In the case $\mathfrak{R}=\overline{\mathbb{C}}$, the Three Pole Theorem is as follows [41].

Theorem 2.5. Let $Q(z) d z^{2}$ be a quadratic differential on $\overline{\mathbb{C}}$ having at most three distinct poles. Then the set $\hat{\Phi}$ is empty.

Note that for the quadratic differentials

$$
Q(z) d z^{2}=e^{i \alpha}\left[\left(z^{2}-1\right)(z-a)\right]^{-1} d z^{2}, \quad \alpha \in \Re
$$

with four distinct poles $\pm 1, a, \infty$, the set $\hat{\Phi}$ is empty only for countably many values of $\alpha$. In each of these cases, $\bar{\Phi}$ consists of two analytic arcs connecting some pair of points among $\{-1,1, a, \infty\}$, and the domain $\overline{\mathbb{C}} \backslash \bar{\Phi}$ realizes the maximum of the conformal module in the corresponding family of doubly connected domains on $\overline{\mathbb{C}}$.

Theorem 2.4 has turned out to be sufficient for many applications and for the proof of the GCT, but it leaves open the question of the structure of trajectories in domains containing an everywhere dense trajectory. An answer to this question is given by the Extended Form of the Basic Structure Theorem obtained in [51]. Let $\Lambda \in \Phi$ be the union of all trajectories of $Q(z) d z^{2}$ one of whose limiting endpoints is a point of $C$, and the other one is a point of $C \cup H$.

Theorem 2.6. Let the conditions of Theorem 2.4 be fulfilled. Then $R \backslash$ $\bar{\Lambda}$ consists of a finite number of ring, circular, strip, end, and density domains.
2.5. The facts concerning the structure of trajectories of quadratic differentials are widely used in the GFT. In many investigations, poles of the associated quadratic differential are free parameters. The facts on the structure of the trajectories in some cases allow one to establish a symmetry in the arrangement of these poles, which leads to the solution of the problem considered. One of these facts is the following lemma of Pirl [217].

Lemma 2.2. Let $Q(z) d z^{2}$ be a meromorphic quadratic differential on $\overline{\mathbb{C}}$. Let $\gamma$ be a critical trajectory of this differential, $a$ and $b$ be the limiting endpoints of $\gamma, a \neq b$. Assume that the segment $[a, b]$ has no common points with $\gamma$ and that on the domain bounded by the curve $\gamma$ and the segment $[a, b]$ critical points of $Q(z) d z^{2}$ are not present. Then on the interval $(a, b)$ at least one point of tangency with a trajectory of $Q(z) d z^{2}$ is present.

A recent example of the usage of this lemma is the work [157] devoted to the Vuorinen problem.

## 3. THE GENERAL COEFFICIENT THEOREM AND ITS APPLICATIONS

3.1. As was already noted, one of the most general results of the method of the extremal metric is the General Coefficient Theorem of Jenkins ([41], Theorem 4.1). This theorem (for short,the GCT) is the central topic of the monograph [41], a more general form of the GCT was given in [50]. The GCT realizes the Teichmuller principle for a wide range of extremal problems.

Within the limits of the present survey, we restrict ourselves to a general characterization of that theorem. In the GCT one considers a positive quadratic differential $Q(z) d z^{2}$ on a finite Riemann surface $\mathfrak{R}$, a family $\boldsymbol{\Delta}$ of domains $\Delta_{j}$ on $\mathfrak{R}$ admissible with respect to this differential, and an admissible family $\mathbf{f}$ of functions $f_{j}$ associated with $\boldsymbol{\Delta}$. It is assumed that $Q(z) d z^{2}$ has poles $P_{1}, \ldots, P_{n}$ of order at least 2 .

By an admissible family $\boldsymbol{\Delta}$ of domains $\Delta_{j}, j=1, \ldots, k$, on $\mathfrak{R}$ with respect to $Q(z) d z^{2}$, we mean the complement on $\mathfrak{R}$ of the union of a finite
set of trajectories of $Q(z) d z^{2}$ each of which is either closed or has a limiting end point in each sense at a point of $C$, possible end points of these trajectories and a finite number of arcs in $\mathfrak{R} \backslash H$ on closures of trajectories.

According to this definition, every point of $H$ is interior to a domain $\Delta_{j}$.
An admissible family $\mathbf{f}$ of functions $f_{j}, j=1, \ldots, k$, associated with $\Delta$ is a family, with the following properties: (1) the functions $f_{j}$ conformally map the domains $\Delta_{j}$ onto nonoverlapping domains on $\mathfrak{R}$; (2) if $A$ is a pole of the differential $Q(z) d z^{2}$ in $\Delta_{j}$, then $f_{j}(A)=A$; (3) if $A$ is a pole of $Q(z) d z^{2}$ in $\Delta_{j}$ of order at least 2 and $A$ is mapped by the local parameter $z$ to the point at infinity, then the coefficients of the expansions of the functions $Q(z)$ and $f_{j}(z)$ in terms of the same parameter are subject to certain normalization conditions; (4) finally, the family $\mathbf{f}$ satisfies some conditions of a topological nature.

The GCT provides an inequality for a certain functional; the latter involves coefficients of the expansions of $Q(z)$ and $f_{l}(z)$ near the poles $P_{j}$, $j=1, \ldots, n$, and a statement on the equality cases in this inequality.

In the proof of the GCT, the key point is the invocation of the Basic Structure Theorem and of the extremal properties of the $Q$-metric $|d \zeta|=$ $|Q(z)|^{1 / 2}|d z|$. In accordance with the BST, which is conformally invariant on $R \backslash H$, some special neighborhoods $U\left(P_{j}, L\right)$ of the points $P_{j} \in H$ are introduced ( $L$ is a real parameter, and the neighborhood $U\left(P_{j}, L\right)$ contracts to the point $P_{J}$ as $\left.L \rightarrow \infty\right)$. Let $\Delta_{j}(L)$ be the domains obtained from $\Delta_{j}$ by deleting these neighborhoods,

$$
\Delta_{i}(L)=\Delta_{i} \backslash \bigcup_{j=1}^{n} \bar{U}\left(P_{j}, L\right), \quad i=1, \ldots, k
$$

For the areas in the $Q$-metric of the images of the domains $\Delta_{i}(L)$ under the mappings realized by the functions in $\mathbf{f}$, some lower and upper estimates are established in terms of the areas of $\Delta_{i}(L)$ in the same metric. Combination of the estimates obtained leads to the inequality of the GCT. Equality in this inequality occurs only if the mappings realized by the functions in $\mathbf{f}$ are isometric in the $Q$-metric and every trajectory of the differential $Q(z) d z^{2}$ is mapped again to a trajectory by the corresponding function in $\mathbf{f}$. Furthermore, no open set on $\mathfrak{R}$ can be exterior relative to $\cup_{i=1}^{k} f_{i}\left(\Delta_{i}\right)$.

The General Coefficient Theorem has passed through a number of consequent extensions and generalizations [23,41,50,60,62].The Extended Form
of the GCT is presented in [50], where the normalization conditions of the GCT for admissible functions $f_{l}$ are weakened, and result obtained is applied to a broader range of problems. The proof in [50] required of additional considerations related to the change of the uniformizing parameter.

By the GCT we shall always mean the Extended Form of the GCT.
The success in applying the GCT depends on the right choice of a differential $Q(z) d z^{2}$, an admissible family $\Delta$ of domains, and an admissible family $\mathbf{f}$ of functions.

The proof of the GCT in the case $\Re=\overline{\mathbb{C}}$ was reproduced by Jensen [220].

As the monograph of Jenkins [41] shows, the force of the GCT (already in its initial form )is such that it includes as corollaries practically all known results about of univalent functions. These results are presented with significant simplification and uniformity of proofs. The GCT has led to solution of new, by statement, extremal problems.
3.2. Dwell completely briefly on some applications of the GCT. By means of GCT, Jenkins established [48] significantly more complete results than those obtained previously in the class $S_{R}$ of functions $f \in S$ with real coefficients $c_{2}, c_{3}, \ldots$ in the expansion(1.1). In particular, he found a geometrically explicit condition determining the Koebe set, say, $K\left(S_{R}\right)$, for the class $S_{R}$ (see Sec. 5.3). The region of values of $f\left(z_{0}\right)$ in the class $S_{R}$, where $z_{0}$ is an arbitrary point of $U$, is determined in [48] by an analogous condition.

In [49 I] Jenkins worked out in detail a low order version of the GCT and established a number of new results for the classes $S$ and $\Sigma$. In [49 II] he obtained a number of sharp estimates for the coefficients in the classes $S$ and $M$, where $M$ is the class of functions $f(z)$, meromorphic and univalent in $|z|<1$ with the expansion $f(z)=c_{1} z+c_{2} z^{2} z^{2}+\ldots$ in a neighborhood of the origin.

These papers aroused great interest in the problem of estimating the coefficients for the functions in the class $S$ and $\Sigma$ for which certain coefficients satisfy prescribed conditions (for example, are real numbers).In this connection, we mentioned the works of Y.Kubota in which, with the help of the GCT, sharp estimates are found for $\operatorname{Re} \alpha_{4}$ in the class of functions $f(z) \in \Sigma$ with real coefficient $\alpha_{1}$ [188], and for $\operatorname{Re} \alpha_{5}$ in the class of functions in $\Sigma$ with real coefficients $\alpha_{1}$ and $\alpha_{2}$ in the expansion (1.1) [187]. The estimate obtained for $\operatorname{Re} \alpha_{4}$ is the first disproof of the conjecture
that $\left|\alpha_{n}\right| \leqslant 2 /(n+1)$ in the class $\Sigma$ for even $n \geqslant 2$. Indicated results are not strengthened in the present time. Phelp [216] determined the range of $\left(c_{2}, c_{3}, c_{4}\right)$ In the class $S_{R}$.

The GCT gave rise to uniqueness results in the theory of extremal problems connected with the coefficient problem of univalent functions [66]. Using the uniqueness results, Babenko [126] and independently Pfluger [216] established the property of convexity of the corresponding sections of the $n$th body $V_{n}$ in the class $S$, i.e., the region of values of the system $\left(c_{2}, \ldots, c_{n}\right)$ of coefficients in this class. This property of the body $V_{n}$ in the small had been established earlier by Duren and Schiffer [145].

As Jenkins indicates, the selection of special Riemann surfaces and quadratic differentials in the GCT gives rise to whole new classes of problems for univalent functions. In [41], Jenkins introduces the class $\Sigma(r)$ of functions from $\Sigma$, which map $|z|>1$ onto a domain whose complement contains a domain with inner conformal radius with respect to the origin at least $r, 0<r<1$. Concerning the results of Jenkins and other authors for the class $\Sigma(r)$, see Sec. 5.5.

For some applications of the GCT and related results, see the survey article of Jenkins [122]; some of these results are cited in Sec. 5.1.

## 4. METHOD OF MODULES OF CURVE FAMILIES. EXTREMAL DECOMPOSITION PROBLEMS

4.1 Even in the early works by Jenkins [20,22 I,II, 32] the efficiency of the notion of the module of a family of several curve classes in combination with results of the symmetrization method has been with the example of the solution of difficult extremal problems for univalent function theory. These results are mentioned in Sec. 5.1.
4.2 In [39 I, II] Jenkins established a general principle, which states the relationship between the quadratic differentials and an important class of modules for multiple curve families.It played a defining role for development of the method of modules of curve families. In this method, problems on the extremal decomposition are considered. These problems are related with finding the maximum of a functional defined on the family $\mathcal{D}$ of systems $D_{i}$ associated with a family $\mathcal{H}$ of homotopy classes of curves $H_{i}$; this functional is a linear combination

$$
\sum_{i} \alpha_{i}^{2} M_{i}\left(D_{i}\right)
$$

of functions of the domains $D_{i}$ (modules or reduced modules of $D_{i}$ associated with the classes $H_{i}$ ), the $\alpha_{i}^{2}$ being real parameters.

Citing a theorem from [39, I], we preserve the Jenkins' formulations almost word for word. We need some definitions.

Let $\mathfrak{R}$ be a finite Riemann surface, and let there be given a set $A=$ $\left\{\alpha_{k}\right\}_{k=1}^{n}$ of distinct points. On $\mathfrak{R}^{\prime}=\mathfrak{R} \backslash A$ we consider a free family $\mathcal{H}=\left\{H_{k}\right\}_{k=1}^{n_{1}+n_{2}}$ of homotopic classes of locally rectifiable curves of the following two types. The first type consists of classes $H_{i}, i=1, \ldots, n_{1}$, of closed Jordan curves not homotopic to zero on $\mathfrak{R}^{\prime}$. If $\mathfrak{R}$ actually has boundary components, then the second type consists of classes $H_{i}, i=$ $n_{1}+1, \ldots, n_{1}+n_{2}$, of arcs on $\mathfrak{R}^{\prime}$ connecting some boundary element of $\mathfrak{R}$. Let $\left\{\alpha_{k}\right\}_{k=1}^{n_{1}+n_{2}}$ be a system of positive numbers.

First consider the module problem $P\left(\alpha_{1}, \ldots, \alpha_{n_{1}+n_{2}}\right)$ consisting of finding the module $\mathcal{M}\left(\alpha_{1}, \ldots, \alpha_{n_{1}+n_{2}}\right)$ defined as $\inf \iint_{R} \rho^{2} d A$ in the class of metrics satisfied the condition

$$
\int_{\gamma_{k}} \rho|d z| \geqslant \alpha_{k}
$$

for every rectifiable curve $\gamma_{k} \in H_{k}, k=1, \ldots, n_{1}+n_{2}$.
Now consider a problem on extremal decomposition in an admissible family of domains associated with the family $\mathcal{H}$. This family is defined in following way.

We call a doubly-connected domain $D$ lying on $\mathfrak{R}^{\prime}$ associated with the homotopy class $H$ of the first type if the class of simple closed curves lying in $D$ and separating its boundary components is contained in $H$. In this case, we refer to the module of $D$ for this class of curves as likewise associated with $H$. We call a quadrangle $D$ lying on $\mathfrak{R}^{\prime}$ associated with the homotopy class $H$ of the second type if a pair of opposite sides of $D$ lies respectively on the boundary components of $\mathfrak{R}$ joined by arcs in $H$ and if the class of arcs lying in $D$ and joining these sides is contained in $H$.In this case, we refer to the module of $D$ for this class of curves as likewise associated with $H$.

By an admissible family $\mathcal{D}$ of domains associated with a free family of homotopy classes $H_{i}, i=1, \ldots, n_{1}+n_{2}$, we mean a finite number of domains each associated with a class $H_{i}$ ( a doubly-connected domain or to whether quadrangle according as $H_{i}$ is of first or second type)and no
more than one associated with any such class.Let $M_{k}\left(D_{k}\right)$ be the module of $D_{k}$ associated with the class $H_{k}, k=1, \ldots, n_{1}+n_{2}$.

We ask for the maximum of $\sum_{k=1}^{n_{1}+n_{2}} \alpha_{k}^{2} M_{k}\left(D_{k}\right)$ in the family $\mathcal{D}$.
The following theorem shows that these two values are the same, and a unique extremal configuration corresponds to a positive quadratic differential on $\mathfrak{R}$.

Theorem 4.1. Let the previous conditions be fulfilled. Then for the module problem $P\left(\alpha_{1}, \ldots, \alpha_{n_{1}+n_{2}}\right)$, there exists an extremal metric $\rho^{*}(w)|d w|$. This metric has the form $|Q(w)|^{1 / 2}|d w|$ where $Q(w) d w^{2}$ is a quadratic differential on $\mathfrak{R}$ regular apart from possible simple poles at the distinguished points.

If $\mathfrak{R}$ is not a closed surface of genus 1 or a doubly-connected domain (in either case without distinguished points), then the trajectories of $Q(w) d w^{2}$ which have limiting end points at its finite critical points together with those which pass through distinguished points divide $\mathfrak{R}$ into an admissible family $D^{*}$ of domains $D_{i}^{*}, i=1, \ldots, n_{1}+n_{2}$, associated with the given free family of homotopy classes $H^{i}$. If $M_{i}^{*}$ is the associated module for the domain $D_{i}^{*}$, then

$$
\mathcal{M}\left(a_{1}, \ldots, a_{k}\right)=\sum_{i=1}^{n_{1}+n_{2}} \alpha_{i}^{2} M_{i}\left(D_{i}^{*}\right) .
$$

For an admissible family $D$ of domains $D_{i}, i=1, \ldots, n_{1}+n_{2}$, associated with a given free family of homotopy classes $H_{i}$, if $M_{i}$ is the associated module for the domain $D_{i}$, then

$$
\begin{equation*}
\sum_{i=1}^{n_{1}+n_{2}} \alpha_{i}^{2} M_{i}\left(D_{i}\right) \leqslant \mathcal{M}\left(a_{1}, \ldots, \alpha_{n_{1}+n_{2}}\right) . \tag{4.1}
\end{equation*}
$$

Subject to the previous exclusions, equality in (4.1) may occur only for the family $D^{*}$.

The proof of Theorem 4.1 in [39 I] was obtained with the help of Schiffer's variational method, the proof in [39 II] is based on the method of the extremal metric only.

Similarly to the GCT, Theorem 4.1 establishes the determining role of quadratic differentials in the conformal mapping problems. Later, investigations of many authors were devoted to various questions of the theory of
quadratic differentials including its role in problems on extremal decomposition and their connections with topology and differential geometry. Renelt [222] considered the problem on the greatest lower bound of the sum

$$
\sum_{i} \alpha_{i}^{2} M_{i}^{-1}\left(D_{i}\right)
$$

(we use the former notation). In this connection, see the Jenkins' work [119]. Tamrazov [245] obtained a supplement to the GCT in the case where the associated quadratic differential $Q(z) d z^{2}$ does not have poles of order greater than 1.

Let us give some examples of another character. Many results on quadratic differentials are collected in the Strebel monograph [242]. A holomorphic quadratic differential on a compact Riemann surface such that all of its trajectories explaining the critical ones are closed is called the Jenkins-Strebel differential by some authors. In 1974, Strebel conjectured that on a compact Riemann surface such differentials are dense in the space of all holomorphic quadratic differentials. This was proved by Douady and Hubbard [131]. The properties of the Jenkins-Strebel differentials have been studied in many papers. We does not dwell on these papers.

Even in [39 I], it has been mentioned that the result of this paper can be extended to the case of a family $\mathcal{H}$ of homotopy classes $H_{i}$ of curves on a Riemann surface $R$ of three types: the family $\mathcal{H}$ contains, along with the classes $H_{i}$ considered above, the classes $H_{l}$ of closed curves homotopic to point contours at distinguished points $b_{l} \in R$. Properties of quadratic differentials with closed trajectories and second order poles were considered by Strebel. Mention one of his results. Let $Q$ be a quadratic differential on a compact Riemann surface with closed trajectories which has double poles $P_{j}$. The critical trajectories will cut out certain simply connected domains $D_{j}$ containing $P_{j}$. Let $r_{j}$ be the conformal radius of $D_{j}$ with respect to $P_{j}$ in term of a given local parameter at $P_{j}$. Strebel proved the existence of a unique differential $Q$ for which the ratios of the $r_{j}$ have prescribed values (see [242]).

A simple proof of the general result which is the extension of Theorem 4.1 indicated above in the case of a planar surface $\mathbb{S}$ where $\mathbb{S}=\overline{\mathbb{C}}$ or $\mathbb{S}$ is a simply connected domain on $\overline{\mathbb{C}}$, was given by the author [194, Theorems 0.1 and 0.2]. More precisely, Theorem 0.1 in [194] establishes that in the case $\mathfrak{R}=\overline{\mathbb{C}}$, the extremal metric problem for a family $\mathcal{H}$ as above is equivalent to an extremal decomposition problem that deals with
the maximum of a functional involving a linear combination of modules of doubly connected domains and the reduced modules of simply connected domains $D_{l}$ with respect to some points $b_{l} \in D_{l}$. The extremal system of domains of this problem is defined by an associated quadratic differential having at the points $b_{l}$ poles of second order with circled structure of trajectories.

The result of [194] have found a great number of applications (some of them are mentioned below).

In the works of several authors [148,156,238], the results in [39,194] were extended to a more general case where the family $\mathcal{H}$ consists of classes of four or more types and the associated quadratic differential has poles of second order with the radial or spiral structure of trajectories.

To give a complete statement of the problem in question, we need some definitions. To make the presentation simpler for understanding, we preserve the stile of the presentation from [39 I]. For brevity, we have not considered the case of the spiral structure of trajectories.
4.3. In the sequel, $\mathfrak{R}$ is a finite Riemann surface. Let

$$
A=\left\{a_{k}\right\}_{k=1}^{n}, \quad B^{(0)}=\left\{b_{l}^{(0)}\right\}_{l=1}^{m}, \quad B=\left\{b_{k}\right\}_{k=1}^{r}
$$

be some sets of distinct points on $\mathfrak{R}$ and on the boundary of $\mathfrak{R}$ if the latter is nonempty, where the points from $B^{(0)}$ and $B$ belong to $\mathfrak{R}$ (one or two of these sets may be empty, but not all). We assume that a fixed local parameter is chosen in the vicinity of each point from $A \cup B^{(0)} \cup B$.

Let $\mathfrak{R}^{\prime}=\mathfrak{R} \backslash\left\{A \cup B^{(0)} \cup B\right\}$. On $\mathfrak{R}^{\prime}$, we consider homotopic classes of locally rectifiable Jordan curves of the following four types. The classes $H_{1}, \ldots, H_{n_{1}}$ of the first type and the classes $H_{n_{1}+1}, \ldots, H_{n_{1}+n_{2}}$ of the second type and domains associated with these classes (doubly-connected domains and quadrangles) are defined as in Theorem 4.1.

The third type consists of classes $H_{n_{1}+n_{2}+1}, \ldots, H_{n_{1}+n_{2}+m}$ of closed curves, each of which consists of curves separating one of the points $b_{l}^{(0)} \in$ $B$ from the other distinguished points on $\mathfrak{R}$ and from the boundary of $\mathfrak{R}$ if it exists, hence they are homotopic to the pointwise curve at the point $b_{l}^{(0)}$. A simply connected domain $D$ on $\Re^{\prime} \cup b_{l}^{(0)}, b_{l}^{(0)} \in D$, will be called associated with a class $H$ of the third type if the family of closed Jordan curves separating the point $b_{l}^{(0)}$ from the boundary of $D$ is contained in $H$.

Finally, if $B \neq \emptyset$, then the fourth type consists of classes $H_{n_{1}+n_{2}+m+s}=$ $H_{s}^{(1)}, s=1, \ldots, p$, of arcs on $R^{\prime}$ with ends at not necessarily distinct points
$b_{k^{\prime}(s)}, b_{k^{\prime \prime}(s)} \in B$. It is assumed that each one of the points $b_{k} \in B$ is an end of arcs belonging to one or several of the classes of the fourth type.

A bigon $D$ on $\mathfrak{R}^{\prime}$ having vertices at the points of the set $B$ is called associated with a class $H$ of the fourth type if the family of $\operatorname{arcs}$ in $D$ connecting the vertices of $D$ is contained in $H$. In this case, we assume that the domain $D$ satisfies condition ( $*$ ) with respect to its vertices (see the definition of Sec.1.3).

According to which one of the four cases indicated above takes place, the module $M(D)$ of the doubly connected domain $D$ for the class of curves separating its boundary components, the module $M^{(1)}(D)$ of the quadrangle $D$ for the class of arcs connecting its opposite sides on the boundary of $R$, the reduce module $M\left(D, b_{l}^{(0)}\right)$ of the simply connected domain $D$ with respect to the point $b_{l}^{(0)} \in D$, or the reduce module $M\left(D, b_{k^{\prime}}, b_{k^{\prime \prime}}\right)$ of the bigon $D$ with respect to its vertices $b_{k^{\prime}}, b_{k^{\prime \prime}}$ will be called associated with the class $H$. The values of all these modules are defined by the choice of a fixed local parameter in the vicinity of each one of the points from $A \cup B^{(0)} \cup B$. We assume that all classes $H_{i}$ are determined by systems of points $A, B^{(0)}$, and $B$ in such a way that for each one of the domains $D$ associated with one of these classes, the module of $D$ associated with this class is bounded from above (and from below in the case of the reduced module of a bigon) by some constant that depends only on the position of the points from $A, B^{(0)}$, and $B$ but not on the choice of the domain $D$.

By an admissible system of domains $D_{i}$ associated with a family $\mathcal{H}$ of classes $H_{i}, i=1, \ldots, n_{1}+n_{2}+m+p$, we mean a finite number of nonoverlapping domains on $\mathfrak{R}^{\prime} \cup B^{(0)}$ such that each of them is associated with a certain class $H_{i}$ and no two are associated with the same class. If for a certain class $H_{i}$ of the first or the second type none of the domains indicated is associated with $H_{i}$, then the corresponding domain $D_{i}$ is said to be degenerate, and by the module associated with such a class $H_{i}$ we mean 0 .

The family of all admissible systems of domains $D_{i}, i=1, \ldots, n_{1}+n_{2}+$ $m+p$, associated with the family $\mathcal{H}$, is denoted by $\mathcal{D}_{\mathfrak{R}}$.

Let

$$
\alpha=\left\{\alpha_{i}\right\}_{i=1}^{n_{1}+n_{2}+m}, \quad h=\left\{h_{s}\right\}_{s=1}^{p}
$$

be two given sets of positive numbers, and let

$$
\alpha_{k}(h)=\sum_{s \in I_{k}} h_{s},
$$

where $I_{k}$ is the set of all indices $s \in\{1, \ldots, p\}$ such that the arcs from the class $H_{n_{1}+n_{2}+m+s}:=H_{s}^{(1)}$ have limiting endpoints in one or two directions at the point $b_{k}^{(1)}$ (in the latter case, the corresponding index $s$ occurs in $I_{k}$ twice).

We assume that the interior angles $\phi_{k}$ of the bigons $D_{s}^{(1)}, s=1, \ldots, p$, at the vertices $b_{k}^{(1)}$ satisfy the condition

$$
\phi_{k}=2 \pi \frac{h_{k}}{\alpha_{k}(h)}, \quad k=k^{\prime}(s), k^{\prime \prime}(s)
$$

The family of systems of domains in $\mathcal{D}_{\mathfrak{R}}$ that satisfy this condition is denoted by $\mathcal{D}_{\mathfrak{R}}(h)$.

For fixed systems $\alpha$ and $h$, we consider the following functional on the family $\mathcal{D}_{\mathfrak{R}}(h)$ :

$$
\begin{align*}
& F_{R}(\alpha, h)=\sum_{i=1}^{n_{1}} \alpha_{i}^{2} M\left(D_{i}\right)+\sum_{i=n_{1}+1}^{n_{1}+n_{2}} \alpha_{i}^{2} M^{(1)}\left(D_{i}\right) \\
& +\sum_{l=1}^{m} \alpha_{n_{1}+n_{2}+l}^{2} M\left(D_{n_{1}+n_{2}+l}, b_{l}^{(0)}\right)-\sum_{s=1}^{p} h_{s}^{2} M\left(D_{s}^{(1)}, b_{k^{\prime}(s)}, b_{k^{\prime \prime}(s)}\right) \tag{4.2}
\end{align*}
$$

Now we can state the theorem on the extremal decomposition in the family $\mathcal{D}_{\mathfrak{R}}(h)$. Below, by a critical trajectory of the quadratic differential $Q(z) d z^{2}$ we mean a trajectory that has its limiting endpoint at a zero or at a simple pole of this differential or passes through a point from the set $A$.
Theorem 4.2. Let the above-formulated condition be fulfilled. Then there exists a meromorphic quadratic differential $Q(z) d z^{2}$ on $\mathfrak{R}$ uniquely determined by the following conditions.

The differential $Q(z) d z^{2}$ has simple poles at the points $a_{j} \in A$ (possibly, not at all of these points), double poles at each one of the points $b_{l}^{(0)} \in B^{(0)}$ and $b_{s} \in B$, and has no other points on $\mathfrak{R}$.

Let $\Phi_{R}$ be the union of all critical trajectories and arcs of critical trajectories of $Q(z) d z^{2}$ lying on $\mathfrak{R}$, and let $\bar{\Phi}_{\mathfrak{R}}$ be the closure of $\Phi_{\mathfrak{R}}$. The inner closure $\hat{\Phi}_{\mathfrak{R}}$ of the set $\Phi_{\mathfrak{R}}$ is empty and $\mathfrak{R} \backslash \bar{\Phi}_{\mathfrak{R}}$ is the union of the domains $D_{i}^{*}, i=1, \ldots, n_{1}+n_{2}+m+p$, of the family $\mathcal{D}_{\mathfrak{R}}(h)$.

It is assumed that none of the domains $D_{i}^{*}, i=1, \ldots, n_{1}+n_{2}$, are degenerate. The lengths of the trajectories of $Q(z) d z^{2}$ in the domain $D_{i}^{*}$, $i=1, \ldots, n_{1}$, the closures of the arcs of the trajectories of $Q(z) d z^{2}$ in the domain $D_{i}^{*}, i=n_{1}+1, \ldots, n_{1}+n_{2}$, , and the trajectories of $Q(z) d z^{2}$ in the domain $D_{i}^{*}, i=n_{1}+n_{2}+1, \ldots, n_{1}+n_{2}+m$, are equal to $\alpha_{i}$. The lengths in the $Q$-metric of the closures of the arcs of the orthogonal trajectories of $Q(z) d z^{2}$ in the domain $D_{n_{1}+n_{2}+m+s}^{*}, s=1, \ldots, p$, are equal to $h_{s}$.

The system of domains $\left\{D_{i}^{*}\right\}_{i=1}^{n_{1}+n_{2}+m+p}$ is the only system realizing the maximum of the functional (4.2) in the family $\mathcal{D}_{\mathfrak{R}}(h)$.

Corollary 4.1. From the metrical conditions of Theorem 4.1, we obtain differential equations for the functions $g_{i}(z)$ mapping the domains $D_{i}^{*}$ onto a circular ring, a quadrangle, a disk, or a strip, respectively.

In terms of a local parameter $z$ such that $z\left(b_{l}^{(0)}\right)$ (respectively, $z\left(b_{k}\right)=$ 0 ), the function $Q(z)$ has the expansions

$$
\begin{array}{ll}
Q(z)=-\frac{\alpha_{i}^{2}}{4 \pi^{2}} z^{-2}+\ldots & \text { if } \quad b_{l}^{(0)} \in B^{(0)} \\
Q(z)=\frac{\alpha_{k}(h)^{2}}{4 \pi^{2}} z^{-2}+\ldots & \text { if } \quad b_{k} \in B
\end{array}
$$

Remark 4.1. Theorem 4.2 was first proved by Emel'yanov [148] (in the case $\mathfrak{R}=\overline{\mathbb{C}}$ ). In the paper of Emelyanov and the author[156], Theorem 4.2 was extended to the case where the family of domains in question contains biangles associated with classes of arcs asymptotically similar at the distinguished point on $\mathfrak{R}$ to logarithmic spirals of given slopes. Solynin [238] proved the theorem on extremal decomposition of $\mathfrak{R}$ in the family of domains of six types; along with the domains considered in Theorem 4.2, this family contains triangles with the vertices on $\mathfrak{R}$ and $\partial \mathfrak{R}$.

Return to Theorem 4.2. In the case $\mathfrak{R}=\overline{\mathbb{C}}$, the homotopy classes of the second type (consequently, the second sum in (4.1)) are absent and we have a simple analytic expression for the differential $Q(z) d z^{2}$. The family of domains $\mathcal{D}_{\overline{\mathbb{C}}}(h)$ and the functional $F_{\overline{\mathbb{C}}}(\alpha, h)$ are denoted simply by $\mathcal{D}(h)$ and $F(\alpha, h)$.

Theorem 4.3. Let $\mathfrak{R}=\overline{\mathbb{C}}$. Suppose that the assumptions of Theorem 4.2 are fulfilled, $n+2(m+r) \leqslant 4$. There exists a quadratic differential on $\overline{\mathbb{C}}$
of the form

$$
\begin{equation*}
Q(z) d z^{2}=P(z)\left\{\prod_{k=1}^{n}\left(z-a_{k}\right) \prod_{l=1}^{m}\left(z-b_{l}^{(0)}\right)^{2} \prod_{k=1}^{r}\left(z-b_{k}\right)^{2}\right\}^{-1} d z^{2} \tag{4.3}
\end{equation*}
$$

(where $P(z)$ is a polynomial of degree at most $n+2(m+r)-4$ ) that is uniquely determined by the conditions indicated in Theorem 5.1. The system of domains $D_{i}^{*}, i=1, \ldots, n_{1}+m+p$, which form the set $\overline{\mathbb{C}} \backslash \bar{\Phi}$ for the differential $Q(z) d z^{2}$ is the only system realizing the maximum of the functional $F(\alpha, h)$ on the family $\mathcal{D}(h)$.

It is assumed that none of the domains $D_{i}^{*}, i=1, \ldots, n_{1}$, are degenerated. Let $\zeta=g_{i}(z)$ (respectively, $\zeta=g_{n_{1}+l}(z)$ and $\zeta=g_{n_{1}+m+s}(z)$ denote a conformal homeomorphism of the doubly-connected domain $D_{i}^{*}$ onto the circular annulus $1<|\zeta|<M_{i}$ (respectively, of the simply connected domain $D_{n_{1}+l}$ onto the disk $|\zeta|<R_{l}, g_{n_{1}+l}\left(b_{l}^{(0)}\right)=0, g_{n_{1}+l}^{\prime}\left(b_{l}^{(0)}\right)=1$, and of the bigon $D_{n_{1}+m+s}^{*}$ onto the strip $-1 / 2<\operatorname{Im} \zeta<1 / 2, g_{n_{1}+m+s}\left(b_{k^{\prime}(s)}\right)=-\infty$, $\left.g_{n_{1}+m+s}\left(b_{k} "(s)\right)=+\infty\right)$. In the domain $D_{i}^{*}, i=1, \ldots, n_{1}+m$, we have

$$
\alpha_{i}^{2} d \zeta^{2}=-4 \pi^{2} Q(z) d z^{2}
$$

and in the domain $D_{n_{1}+m+s}^{*}, s=1, \ldots, p$, we have

$$
h_{s}^{2} d \zeta^{2}=Q(z) d z^{2}
$$

For the maximum $F^{*}(\alpha, h)$ of the functional $F(\alpha, h)$ on $\mathcal{D}(h)$, we have

$$
\begin{align*}
& F^{*}(\alpha, h)=\sum_{i=1}^{n} \alpha_{i}^{2} M\left(D_{i}^{*}\right)+\sum_{l=1}^{m} \alpha_{n_{1}+l}^{2} M\left(D_{n_{1}+l}^{*}, b_{l}^{(0)}\right) \\
&-\sum_{s=1}^{p} h_{s}^{2} M\left(D_{s}^{(1) *}, b_{k^{\prime}(s)}, b_{k^{\prime \prime}(s)}\right) \tag{4.4}
\end{align*}
$$

Remark 4.1. In the case $\mathfrak{R}=\overline{\mathbb{C}}$ the relations of Corollary 4.1 give algebraic conditions for the polynomial $P(z)$ in (4.3). In simplest special cases, these conditions determine the polynomial $P(z)$ entirely.

If the set $B$ is empty and the classes of fourth type are absent, then Theorem 4.3 was proved in [194]; in this case, the fourth sum in (4.4) is absent.

Theorem 4.3 completely characterizes the extremal system of domains and the mapping functions for a wide range of extremal decomposition
problems. Some simple examples of the extremal problem solved with the help of Theorem 4.3 are given in Sec. 5 of this survey.
4.5. Dwell on a certain corollary to the previous theorem. Let $A=\left\{a_{\nu}\right\}_{\nu=1}^{n}$ and $B=\left\{b_{k}\right\}_{k=1}^{m}$ be given systems of distinct points on $\overline{\mathbb{C}}, n+m>4$.We study the relation between two extremal problems. Let $\alpha=\left\{\alpha_{k}\right\}_{k=1}^{m}$ be a given system of positive numbers. The first problem consists of finding the maximum $\mathcal{M}_{1}^{*}(\alpha)$ of the functional

$$
\mathcal{M}_{1}(\alpha)=\sum_{k=1}^{m} \alpha_{k}^{2} M\left(D_{k}, b_{k}\right)
$$

over the family $\mathcal{D}_{1}$ of all systems of nonoverlapping simply connected domains $\left\{D_{k}\right\}_{k=1}^{m}$ on $\overline{\mathbb{C}} \backslash A, b_{k} \in D_{k}, k=1, \ldots, m$.

Now, let $\mathcal{H}$ be a family of homotopic classes $H_{s}, s=1, \ldots, p$, of arcs on $\overline{\mathbb{C}}^{\prime}=\overline{\mathbb{C}} \backslash\{A \cup B\}$, the limiting endpoints of which are the corresponding points $b_{k^{\prime}(s)}, b_{k^{\prime \prime}(s)}$ of the set $B$.It is assumed that in the case where $b_{k^{\prime}(s)}=$ $b_{k^{\prime \prime}(s)}=b_{k(s)}$ the curves in $H_{s}$ cannot be contracted on $\bar{C}^{\prime}$ to the point $b_{k(s)}$. Let $h=\left\{h_{s}\right\}_{s=1}^{p}$ be a given system of positive numbers. The second problem consists of finding the maximum $\mathcal{M}_{2}^{*}(h)$ of the functional

$$
\mathcal{M}_{2}(h)=-\sum_{s=}^{m} h_{s}^{2} M^{2}\left(\tilde{D}_{s}, \tilde{b}_{k^{\prime}(s)}, \tilde{b}_{k^{\prime \prime}}(s)\right)
$$

over the family $\mathcal{D}^{(2)}(h)$ of all admissible systems of domains $\left\{\tilde{D}_{s}\right\}_{s=1}^{p}$ associated with the family $\mathcal{H}$, where the domains $\tilde{D}_{s}, s=1, \ldots, p$, satisfy condition $(*)$ and their interior angles at the boundary elements $\tilde{b}_{k}$ with supports at the points $b_{k}$ are

$$
\phi_{k}=2 \pi h_{s} / \sum_{t \in I_{k}} h_{t}, \quad k=k^{\prime}(s), k "(s) .
$$

The following theorem due to Emel'yanov [149]establishes the relationship between these problems.

Theorem 4.4. Let $\mathcal{H}$ be a family of homotopic classes $H_{s}, s=1, \ldots, p$, of locally rectifiable arcs on $\overline{\mathbb{C}}$ of the form described above. Let $h=\left\{h_{s}\right\}_{s=1}^{p}$ be an arbitrary system of positive numbers, and let $\alpha=\alpha(h)=\left\{\alpha_{k}\right\}_{k=1}^{m}$, where

$$
\alpha_{k}=\sum_{s \in I_{k}} h_{s}, k=1, \ldots, m
$$

Then

$$
\mathcal{M}_{1}^{*}\left(\alpha(h) \leqslant-\mathcal{M}_{2}^{*}(h)\right.
$$

Let $\left\{\tilde{D}_{s}\right\}$ be any system of domains in the family $\mathcal{D}_{2}(h)$. Then

$$
\begin{equation*}
\mathcal{M}_{1}^{*}(\alpha(h)) \leqslant \sum_{s=1}^{p} h_{s}^{2} M^{(2)}\left(\tilde{D}_{s}, \tilde{b}_{k^{\prime}(s)}, \tilde{b}_{k^{\prime \prime}(s)}\right) \tag{4.5}
\end{equation*}
$$

Equality in (4.5) is attained only in the case where the domains $\tilde{D}_{s}, s=$ $1, \ldots, p$, are bounded by the closures of orthogonal trajectories of the differential $Q(z) d z^{2}$, which determines the extremal system of domains for the problem on $\mathcal{M}_{1}^{*}(\alpha(h))$.

Theorem 4.4 has a large number of applications (see,for instance, [?]). A more general result devoted to the "orthogonal" extremal decomposition problem is obtained by Solynin [238].
4.6. In applications of the method of modules, as a rule, the distinguished points on the surface $\mathbb{S}$ occurring in the definitions of the homotopy classes of curves are free parameters of the problem under study. In the results of the method of modules, these parameters acquire a clear geometric meaning, being the poles of the associated quadratic differential. The method of modules allows one to study the dependence of the maxima of the functionals occurring in extremal problems on the real parameters and the location of the distinguished points on $\mathbb{S}$.

We dwell on this question in the case of the functional of Theorem 4.3. The maximum $F_{\overline{\mathbb{C}}}^{*}(\alpha, h)$ mentioned in this theorem will be denoted by $\mathcal{M}\left(\alpha, h ; A, B^{(0)}, B\right)$. For short, we denote these quantities by $\mathcal{M}\left(\alpha_{i}\right), \mathcal{M}\left(a_{k}\right)$, etc., emphasizing the dependence of $\mathcal{M}$ on the parameter indicated. Let $Q(z) d z^{2}$ denote the differential (4.3).

The properties of the function $M$ are described in the following theorem due to Emel'yanov [148]and Solynin [229, 238]).

Theorem 4.5. Let the notation of Theorem 4.3 be used. (1) Let $\alpha_{i} \in \alpha$ or $h_{s} \in h$. Then

$$
\begin{gathered}
\frac{\partial}{\partial \alpha_{i}} \mathcal{M}\left(\alpha_{i}\right)=2 \alpha_{i} M\left(D_{i}^{*}\right) \\
\frac{\partial}{\partial h_{s}} \mathcal{M}\left(h_{s}\right)=-2 h_{s} M\left(D_{n_{1}+m+s}^{*}, b_{k^{\prime}(s)}, b_{k^{\prime \prime}(s)}\right) .
\end{gathered}
$$

(2) Let $a_{k} \in A, a_{k} \neq \infty$. Then

$$
\frac{\partial}{\partial a_{k}} \mathcal{M}\left(a_{k}\right)=\pi Q_{k}\left(a_{k}\right) \quad \text { where } \quad Q_{k}(z)=\left(z-a_{k}\right) Q(z)
$$

(3) Let $b_{l} \in B^{(0)} \cup B, b_{l} \neq \infty$ (we write $b_{m+k}$ for $b_{k}^{(1)}$ ). Then

$$
\frac{\partial}{\partial b_{l}} \mathcal{M}\left(b_{l}\right)=\pi \tilde{Q}_{l}^{\prime}\left(b_{l}\right), \quad \text { where } \quad \tilde{Q}_{l}(z)=\left(z-b_{l}\right)^{2} Q(z)
$$

Here $Q(z) d z^{2}$ is the quadratic differential of Theorem 4.3.
Note that assertion (2) of Theorem 4.5 has a simple geometric meaning: the gradient of the function $\mathcal{M}\left(a_{k}\right)$ at the point $a_{k}^{0}$ is directed along the tangent to the critical trajectory of the differential $Q(z) d z^{2}$ starting at the point $a_{k}^{0}$. This clarifies the role of Theorem 4.5 in the extremal problems in which it is required to establish some symmetry in the location of the poles of the associated quadratic differential.

## 5. THE METHOD OF MODULES OF CURVE FAMILIES.

 SOME ASPECTS OF APPLICATIONS OF THE METHODIn this section, a brief account of results obtained with the help of the module method in various questions of geometric function theory is given. The module method combines very effective with variational and symmetrization methods, some results obtained by such combination are presented below. We restrict ourselves to the most easily formulated results.

As a rule, the modules method reduces to a geometrically explicit solution, giving complete information on the problem; however, obtaining an analytically implicit solution may turn out to be sufficiently complicated.

### 5.1. The early results of Jenkins.

In the early works of Jenkins, the approach based on consideration of the module of several classes of curves in combination with the symmetrization method of Pólya and Szegö was applied. In this way, Jenkins [20,22,32] solved a number of problems which where not amenable to other methods. In [20], the solution of the Gronwall problem consisting of finding the exact estimate of the modulus of a function in the class $S$ with a fixed value of the modulus of the second coefficient $c_{2}$ in the expansion (1.1) was obtained.

In [32], theorems on the boundary distortion for univalent conformal mappings of multiply connected domains were established. The prototype
of the results is a well-known Lowner's Lemma on the boundary distortion for a conformal mapping of the disk $|z|<1$.

In the same way, some extremal problems in the class $C$ of BieberbachEilenberg functions were solved [22 I,II].

### 5.2. The initial results in extremal decomposition problems.

First extremal decomposition results are related to sums of reduced modulus.Let $n \geqslant 2$, and let $\mathbf{a}=\left\{a_{1}, \ldots, a_{n}\right\}$ be a system of distinct points on $\overline{\mathbb{C}}, \boldsymbol{\alpha}=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be a system of positive numbers. Let $\mathcal{D}_{n}(\mathbf{a})$ be the family of all systems $\mathbb{D}_{n}=\left\{D_{1}, \ldots, D_{n}\right\}$ of nonoverlapping simply connected domains on $\overline{\mathbb{C}}, a_{k} \in D_{k}, k=1, \ldots, n$. The maximum of the sum

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i}^{2} M\left(D_{i}, a_{i}\right) \tag{5.1}
\end{equation*}
$$

in the family $\mathcal{D}_{n}(\mathbf{a})$ will be denoted by

$$
M\left(a_{1}, \ldots, a_{n} ; \alpha_{1}, \ldots, \alpha_{n}\right), \quad M\left(a_{1}, \ldots, a_{n} ; 1, \ldots, 1\right)
$$

will be denoted by $M\left(a_{1}, \ldots, a_{n}\right)$.
Lavrent'ev (1934) and Goluzin (1950) shoved that, in the family $\mathcal{D}_{n}(\mathbf{a})$, the exact inequalities hold:

$$
\begin{align*}
& \prod_{k=1}^{2} R\left(D_{k}, a_{k}\right) \leqslant\left|a_{1}-a_{2}\right|^{2} \\
& \prod_{k=1}^{3} R\left(D_{k}, a_{k}\right) \leqslant \frac{64}{81 \sqrt{3}}\left|\left(a_{1}-a_{2}\right)\left(a_{1}-a_{3}\right)\left(a_{2}-a_{3}\right)\right| \tag{5.2}
\end{align*}
$$

In 1952, Kolbina [185] obtained exact estimates for the sum

$$
\alpha_{1}^{2} M\left(D_{1}, a_{1}\right)+\alpha_{2}^{2} M\left(D_{2}, a_{2}\right)
$$

in the family of pairs of nonoverlapping domains $D_{1}, D_{2}$ on $\mathbb{C}, a_{i} \in D_{i}, i=$ 1,2 , and for the sum (5.1) in the family $\mathcal{D}(\mathbf{a})$ in the case $n=3$.The proof in [185] was one of the first applications of the Goluzin variational method. Jenkins [19] gave a significantly simpler proof by using of extremal metric considerations and showed a sharpening of results in [185].

In [41], Jenkins obtained a geometrically explicit solution of the problem on the maximum of the sum (5.1) for $n \geqslant 3$ with the help of the GCT. In the present time, this result is a direct corollary of Theorem 4.3.

In the case $n=4$, an analytically implicit solution of the problem on $M\left(a_{1}, \ldots, a_{n}\right)$ is obtained in [195] (see Sec. 5.7).

With the problem on the maximum of the sum (5.1) in the family $\mathcal{D}_{n}(\mathbf{a})$, an extremal decomposition problem in a family of systems of nonoverlapping bigons is immediately connected.

Let $n \geqslant 3$. Let $\mathbf{a}=\left\{a_{1}, \ldots, a_{n}\right\}$ be a system of distinct points on the circle $|z|=1$, enumerated in the order of increasing argument. Let $\mathcal{P}_{n}(\mathbf{a})$ be a family of systems of nonoverlapping bigons $P_{k}, k=1, \ldots, n$, on the $z$ sphere, where $P_{k}$ has its vertices at the points $a_{k}, a_{k+1}$. It is assumed that the bigon $P_{k}, k=1, \ldots, n$, is associated with the class of arcs homotopic on $\overline{\mathbb{C}} \backslash\left\{a_{1}, \ldots, a_{n}\right\}$ to the $\operatorname{arc} \gamma_{k}=\left\{z:|z|=1, \arg a_{k}<\arg z<\arg a_{k+1}\right\}$ and has at the vertices $a_{k}, a_{k+1}$ the inner angles equal to $\pi$. Let $M\left(P_{k}, a_{k}, a_{k+1}\right)$ be the reduced module of the bigon $P_{k}$ with respect to the class of arcs connecting its sides.

The results of Lavrent'ev and Goluzin cited above are supplemented by the following simple theorem [208].

Let $a_{1}, a_{2}$ be distinct points of $\mathbb{C}$. In the family $\mathcal{P}_{2}(\mathbf{a})$ we have the inequality

$$
\sum_{k=1}^{2} M\left(P_{k}, a_{k}, a_{k+1}\right)-\frac{2}{\pi} \log \left|a_{1}-a_{2}\right|^{2} \geqslant 0
$$

Let $a_{1}, a_{2}, a_{3}$ be distinct points of $\mathbb{C}$. In the family $\mathcal{P}_{3}(\mathbf{a})$ we have the inequality

$$
\begin{equation*}
\sum_{k=1}^{3} M\left(P_{k}, a_{k}, a_{k+1}\right)-\frac{2}{\pi} \log \left|\left(a_{1}-a_{2}\right)\left(a_{1}-a_{3}\right)\left(a_{2}-a_{3}\right)\right| \geqslant \frac{2}{\pi} \log \frac{64}{81 \sqrt{3}} \tag{5.3}
\end{equation*}
$$

As shown in [204 III], the minimum of the linear combination

$$
\sum_{k=1}^{n} h_{k}^{2} M\left(P_{k}, a_{k}, a_{k+1}\right)
$$

in the family $\mathcal{P}_{n}(\mathbf{a})$ in the case $n=3$ for every nonnegative $h_{1}, h_{2}, h_{3}$ is equal to the maximum of the weight sum of reduced modules

$$
\sum_{k=1}^{3} \alpha_{k}^{2} M\left(D_{k}, a_{k}\right), \text { where } \alpha_{1}=h_{1}+h_{3}, \alpha_{2}=h_{1}+h_{2}, \alpha_{3}=h_{2}+h_{3}
$$

of domains in the family $\mathcal{D}_{3}(\mathbf{a})$ of domains $D_{1}, D_{2}, D_{3}$. In the case $n \geqslant 4$ the situation is different, this is observed already for $n=4$ (see [204 III]).

Dwell on the extremal decomposition problem in the family of domains of distinct structure, many extremal problems in classes of conformal mappings are connected with this problem. Consider the functional

$$
\begin{equation*}
\alpha_{1}^{2} M(D, \infty)+\alpha_{2}^{2} M\left(D_{2}\right) \quad\left(\alpha_{1} \geqslant 0, \alpha_{2} \geqslant 0, \alpha_{1}+\alpha_{2}>0\right) \tag{5.4}
\end{equation*}
$$

defined on the family $\Delta$ of all pairs of nonoverlapping domains $D_{1}, D_{2}$ on $\overline{\mathbb{C}}^{\prime}=\overline{\mathbb{C}} \backslash\{-1,1, a\}, a \neq+1,-1$, where $D_{1}$ is a simply connected domain, $\infty \in D_{1}, D_{2}$ is a doubly-connected domains, separating the pairs of points $-1,1$ and $a, \infty$ and belonging to a prescribed homotopic class. In various cases, solutions of this problem are given in [184, 163,196]. Let $\Delta^{(1)}, \Delta^{(2)}$ be two families of pairs of domains $D_{1}, D_{2}$ in $\Delta$ such that the domains $D_{2}$ are doubly- connected and are associated with the simplest homotopy classes $H^{(1)}$ and $H^{(2)}$ of closed Jordan curves on $\overline{\mathbb{C}}^{\prime}$. ( In the case where $\operatorname{Re} a \geqslant 0, \operatorname{Im} a>0$, the classes $H^{(1)}$ and $H^{(2)}$ consist, respectively, of curves homotopic on $\overline{\mathbb{C}}$ to the slit along the segment $[-1,1]$ and to the slit along the broken line with vertices $-1, t a$ and 1 , where $t>0$.) Let $\left\{D_{1}^{(j)}, D_{2}^{(j)}\right\}, j=1,2$, be the configuration providing the maximum $\mathcal{M}^{(j)}=$ $\mathcal{M}^{(j)}\left(\alpha_{1}, \alpha_{2}, a\right)$ for the functional (5.4) over the family $\Delta^{(j)}$. Let $E(-1,1, a)$ be the continuum of minimal capacity containing the points $-1,1, a$. For $\alpha_{2} / \alpha_{1} \leqslant \mu^{(j)}$, where $\mu^{(j)}$ depend on $a$ and are defined in terms of conditions describing cap $E(-1,1, a)$, the doubly-connected domains $D_{2}^{(j)}$ degenerate, namely, $D_{1}^{(j)}=\overline{\mathbb{C}} \backslash E(-1,1, a), D_{2}^{(j)}=\emptyset$. For $\alpha_{1}=0, D_{1}^{(j)}=\emptyset$ and the domain $D_{2}^{(j)}$ realizes the maximum of the conformal module in the family of doubly-connected domains on $\overline{\mathbb{C}}^{\prime}$ associated with the class $H_{j}^{(2)}$; about the Chebotarev problem on the continuum of minimal capacity and the Teichmuller problem on the maximum of the conformal module we shall speak in the following sections.

For any $\alpha_{1}, \alpha_{2}$ the quantity $M^{(j)}$ monotonically depends on $a$ in the same way as does the cap $E(-1,1, a)$ (see Sec.5.2).

### 5.3. Problem on the continuum of minimal capacity and related problems.

With the problems mentioned in the previous Section a problem indicated in the title is connected. Let $a_{1}, \ldots, a_{n}, n \geqslant 2$, be distinct points of
$\mathbb{C}$. By $E\left(a_{1}, \ldots, a_{n}\right)$ we denote the continuum of minimal capacity containing the points $a_{1}, \ldots, a_{n}$. The domain $D=\overline{\mathbb{C}} \backslash E\left(a_{1}, \ldots, a_{n}\right)$ realizes the maximum of the reduced module $M(D, \infty)$ in the family of all simply connected domains on $\overline{\mathbb{C}} \backslash\left\{a_{1}, \ldots, a_{n}\right\}$. Goluzin obtained a geometrically explicit solution of the problem on $E\left(a_{1}, \ldots, a_{n}\right)$ : he established an analytical expression for the associated quadratic differential and the condition defined its parameters. This result is a particular corollary to Theotem 4.3. The problem of obtaining of an analytically implicit solution of the problem on $E\left(a, 1, \ldots, a_{n}\right)$ for arbitrary $a_{1}, \ldots, a_{n}$ in the case of large $n$ is of considerable difficulty.

In the case $n=3$, a complete solution of the problem is obtained. Theorem 4.3 implies the following result. The continuum $E\left(a_{1}, a_{2}, a_{3}\right)$ is the $\bar{\Phi}$-set for the quadratic differential

$$
q(z) d z^{2}=-\frac{z-c}{\left(z-a_{1}\right)\left(z-a_{2}\right)\left(z-a_{3}\right)} d z^{2}
$$

for which the zero $c=c\left(a_{1}, a_{2}, a_{3}\right)$ is defined by the condition of the connectivity of $\bar{\Phi}$-set for the differential considered. This geometrically explicit result yelds a description of geometric properties of the continuum $E\left(a_{1}, a_{2}, a_{3}\right)$ (see the paper of Pirl [217]), and an analytically implicit solution of the problem [194]. Namely, for the function $\zeta=g(z)$ mapping the domain $\overline{\mathbb{C}} \backslash \bar{\Phi}$ onto the disk $|\zeta|<1$, we have the equation

$$
q(z) d z^{2}=-4 \pi^{2} d \zeta^{2} / \zeta^{2}
$$

Therefore, $c=c\left(a_{1}, a_{2}, a_{3}\right)$ and cap $E\left(a_{1}, a_{2}, a_{3}\right)$ are found from a system of equations containing elliptic functions [194, Theorem 1.6]. In the symmetric case, the solution is simpler. The continuum $E\left(0, e^{i \psi}, e^{-i \psi}\right), 0 \leqslant$ $\psi \leqslant \pi / 2$, is the $\bar{\Phi}$-set for the quadratic differential

$$
q(z, \psi)=-\frac{z-c(\psi)}{z\left(z-e^{i \psi}\right)\left(z-e^{-\psi}\right)} d z^{2}
$$

where $1 \geqslant c(\psi) \geqslant 0$. For $c=c(\psi)$ and $H(\psi)=\operatorname{cap} E\left(0, e^{i \psi}, e^{-i \psi}\right)$, we have a simpler system of equations [194,Theorem 1.5].

Many extremal problems are connected with the problem on $E\left(a_{1}, a_{2}, a_{3}\right)$. We restrict ourselves to the following two examples. Let $S_{R}$ be the class of functions $f \in S$ with real coefficients $c_{2}, c_{3}, \ldots$ in the expansion (1.1). Let $K\left(S_{R}\right)$ be the Koebe set for this class of functions, i.e.,the exact domain covered by the image $f(U)$ of the disk $U$ under every $f \in S_{R}$. The
set $K\left(S_{R}\right)$ is easily found from results on $H(\psi)=\operatorname{cap} E\left(0, e^{i \psi}, e^{-i \psi}\right)$. We have the following theorem [194].

The set $K\left(S_{R}\right)$ is bounded by the curve $w=r(\psi) e^{i \psi},-\pi / 2 \leqslant \psi \leqslant 3 \pi / 2$, where $r(\psi)=H(|\psi|)$ for $-\pi / 2 \leqslant \psi \leqslant \pi / 2, r(\psi)=H(|\pi-\psi|)$ for $\pi / 2 \leqslant$ $\psi \leqslant 3 \pi / 2$.

The set $K\left(S_{R}\right)$ was found first by Jenkins [48]by means of the General Coefficient Theorem. The set $K\left(S_{R}\right)$ is symmetric with respect to both coordinate axes. Let $w=r(\psi) e^{i \psi}, 0 \leqslant \psi \leqslant \pi / 2$, be boundary points of $K\left(S_{R}\right)$. The value $r(\psi), 0 \leqslant \psi \leqslant \pi / 2$, is defined by the following condition. Let the domain $D(\psi)$ realize the maximum of the reduced module $M(D(\psi), 0)$ in the family of all simply connected domains on $\overline{\mathbb{C}} \backslash\left\{0, r(\psi) e^{i \psi}, r\left(\psi e^{-i \psi}\right)\right\}$. Then $r(\psi), 0 \leqslant \psi \leqslant \pi / 2$, is determined by the condition $M(D(\psi), 0)=1$. As was shown in [48], $D(\psi)=\overline{\mathbb{C}} \backslash \bar{\Phi}$, where $\bar{\Phi}$ is the union of closures of the critical trajectories of the quadratic differential

$$
\begin{equation*}
Q(w, \psi) d w^{2}=\frac{r^{2}(\psi)}{a(\psi)} \frac{w-a(\psi)}{w^{2}\left(w-r(\psi) e^{i \psi}\right)\left(w-r(\psi) e^{-i \psi}\right)} d w^{2} \tag{5.5}
\end{equation*}
$$

where $a(\psi)$ is uniquely determined by the condition of connectivity of the set $\Phi$ indicated.

For $0<\psi<\pi / 2 \quad, a(\psi)>0$ and the critical trajectories of the differential (5.3) are the ray $w>a(\psi)$ and the trajectories $T_{1}$ and $T_{2}$ having respective limiting end points at $a(\psi), r(\psi) e^{i \psi}$ and $a(\psi), r(\psi) e^{-i \psi}$. Further, $a(0)=r(0), a(\pi / 2)=\infty$, whence $r(0)=1 / 4, r(\pi / 2)=1 / 2$.

The same description of the domain $D(\psi)$ follows immediately from Theorem 4.3. It is easily seen that the mapping $z \rightarrow r(\psi) / z$ maps the domain $D(\psi)$ into the exterior of the continuum $E\left(0, e^{i \psi}, e^{-i \psi}\right)$ of the capacity $H(\psi)$, whence the boundary arc of the set $K(S, R)$ is determined by the condition $r(\psi)=H(\psi), 0 \leqslant \psi \leqslant \pi / 2$.

From Theorem 4.5 and simple geometric properties of the continuum $E\left(a_{1}, a_{2}, a_{3}\right)$ (see,for instance, [194]), the following refinement of the result in [221] follows. This result is due to Emel'yanov [147] and Solynin [229].

Let a point a move along an arc of the ellipse with focuses $-1,1$, so that $\arg a$ increases from 0 to $\pi / 2$. Then cap $E(-1,1, a)$ strictly increases.

Let $C$ be the Bieberbach-Eilenberg class, i.e., the class of functions $f(z)$ regular in the disk $U=\{z:|z|<1\}$ and such that $f(0)=0, f\left(z_{1}\right) f\left(z_{2}\right) \neq 1$
for $z_{1}, z_{2} \in U$. Let $C(\lambda)$ be the subclass of functions $f(z) \in C$ with $\left|f^{\prime}(0)\right|=\lambda, 0<\lambda \leqslant 1$. In a similar way as above, the author found [197] that the Koebe set in the class $C(\lambda), 0<\lambda \leqslant 1$, is bounded by the curve $w=R(\phi, \lambda) e^{i \psi}$, where $R(\phi, \lambda), 0<R(\phi, \lambda)<1$, is a solution of the equation

$$
\operatorname{cap} E\left(-1,1,1 / 2\left[R(\psi, \lambda) e^{i \psi}+1 / R(\psi, \lambda) e^{-i \psi}\right]\right)=1 /(2 \lambda)
$$

### 5.4. The Teichmüller problem and the Vuorinen problem.

The Teichmuller problem can be formulated as foll ows.
Find the maximum of the conformal module in the family of doublyconnected domains on the $z$-sphere separating the point pairs $-1,1$ and $a, \infty$.

We assume that $a \in I$, where $I=\{z: \operatorname{Re} z \geqslant 0, \operatorname{Im} z \geqslant 0\}, a \neq 1$. Let $M(a)$ be the desired maximum. In [194], the following theorem is proved.

$$
\log M(a)=\pi \frac{\mathbf{K}^{\prime}(k)}{\mathbf{K}(k)}, \quad k^{2}=\frac{2}{a+1}
$$

where the elliptic integrals $\mathbf{K}(k)$ and $\mathbf{K}^{\prime}(k)$ are understood to be functions that are positive for $k^{2} \in(0,1)$ and defined for other $k^{2}$ by suitable analytic continuation (for the exact formulation see [194]).

An extremal domain $D(a)$ of this problem is bounded by the closures of critical trajectories of the quadratic differential

$$
\begin{equation*}
Q(z) d z^{2}=\frac{e^{i \beta(a)} d z^{2}}{\left(z^{2}-1\right)(z-a)}, \tag{5.6}
\end{equation*}
$$

where

$$
\beta(a)=-\arg k^{2} \mathbf{K}^{2}(k) .
$$

In the case $a \notin[0,1)$ the domain $D(a)$ is unique, in the case $a \in[0,1)$ the extremal domains are $D(a)$ and the domain $\bar{D}_{( }(a)$ symmetric to $D(a)$ with respect to the real axis.

This result is obtained from Theorem 4.3 and properties of the elliptic modular functions, these properties determine the choice of the homotopy class of curves with which the extremal domain is associated.

In the cases $a>1$ and $a=i h, h \geqslant 0$, the domain $D(a)$ is symmetric with respect to both coordinate axes. In the first case, the boundary components of $D(a)$ are the segment $[-1,1]$ and the ray $z \geqslant a$, in the second case the $\operatorname{arc}\left\{z:|z-a|=\left(1+h^{2}\right)^{1 / 2}, \operatorname{Im} z \leqslant 0\right\}$ and the ray $z=a t, t \geqslant 1$.

We have the following property of $M(a)$ [239]. Let $E$ be the ellipse with the focuses $-1,1$.

If a point a moves along an arc of the ellipse $E$ in such a way that arg a increases, remaining in $I$, then $M(a)$ strictly increases.

This assertion easily follows from Theorem 4.4. Indeed

$$
\arg \operatorname{grad} M(a)=\arg \frac{a^{2}-1}{e^{i \beta(a)}}
$$

and from the expression for $\beta(a)$ it follows that

$$
0<\arg \operatorname{grad} M(a)-\arg \sqrt{a^{2}-1}<\pi / 2
$$

$\arg \sqrt{a^{2}-1}$ is the argument of the normal to the ellipse $E$ at the point $a$.
A hyperbolic analog of the Teichmuller problem is the Vuorinen problem. It can be formulated by the following way.

Let $1<R<\infty$. As a model of the hyperbolic plane let us take the disk $U_{R}=\{z:|z|<R\}$ with the metric defined by the line element $d s=|d z| / \sqrt{1-R^{-2}|z|^{2}}$. Let $C_{R}=\{z:|z|=R\}, I_{R}=\left\{z: z \in U_{R}, \operatorname{Re} z \geqslant\right.$ $0, \operatorname{Im} z \geqslant 0\}$.

Let $a \in I_{R}, a \neq 1$. Let $D_{R}(a)$ be the family of all doubly-connected domains in the disk $U_{R}$, separating the points $-1,1$ from the point $a$ and the circle $C_{R}$. Find the maximum $M_{R}(a)$ of the conformal module in the family $D_{R}(a)$ and the domains, realizing this maximum, and investigate the properties of $M_{R}(a)$ as a function of $a$.

A solution of this problem is obtained by Emel'yanov and the author [157] and is as follows. Theorem 4.3 establishes a solution of this problem formulated in terms of hyperelliptic functions [157]. In the cases $a \in(1, R)$ and $a=i h, h \in(0, R)$, the extremal configurations are symmetric and $M_{R}(a)$ is expressed in explicit form by the elliptic integrals.

Let $E_{R}$ be a hyperbolic ellipse with focuses $-1,1$ and $H_{R}$ be a confocal hyperbolic hyperbola. The following result [157] establishes the role of symmetric configurations indicated above in the problem under consideration.

The functional $M_{R}(a)$ strictly increases if the point a moves along an arc of a hyperbolic ellipse $E_{R}$ belonging to $I_{R}$ and if the point a moves along an arc of a hyperbolic hyperbola $H_{R}$ belonging to the same set, so that $\operatorname{Im} a$ increases.

The proof is obtained in [157] by means of detailed analysis of geometric properties of trajectories of associated quadratic differentials for the given problem and Theorem 4.4.

The extremal configurations of some problems on extremal decompositions of the disk with three distinguished points have the same properties as the extremal configurations in the Vuorinen problem. Two such problems was considered by Emel'yanov [155]. Dwell on one of them.

Let $p \in U, \operatorname{Re} p>0, \operatorname{Im} p>0,0<x<1$. Find domains $D_{1}, D_{2}$ in the disk $U$, realizing maximum $\mathcal{M}(p)$ of the sum

$$
M\left(D_{1}\right)+\alpha^{2} M\left(D_{2}\right), \quad \alpha>0
$$

in the family of all pairs $\mathbb{D}$ of nonoverlapping doubly-connected domains $D_{1}, D_{2}$, where the domain $D_{1}$ separates the points $-x, x$ from $p$, the domain $D_{2}$ separates the points $p,-x, x$ from the circle $|z|=1$.

There are the numbers $\alpha_{-}$and $\alpha_{+}, \alpha_{-}<1<\alpha_{+}$, for which respectively the domain and the domain degenerate, for $\alpha=1$ the point $p$ is not singular and the domains $D_{1}(1), D_{2}(1)$ are joined into one domain, which is $U \backslash[-x, x]$. The domain $D_{1}\left(\alpha_{-}\right)$is the extremal domain of the Vuorinen problem. In [155], the following theorem is proved.

The functional $\mathcal{M}(p)$ strictly increases if the point $p$ moves along an arc of the hyperbolic ellipse with focuses $-x, x$ in the direction to the imaginary axes.

Let $p \in E, \operatorname{Re} p>0, \operatorname{Im} p>0$, and let $p_{0}$ and $p_{1}=i \sqrt{\left(p_{0}^{2}-x^{2}\right) /\left(1-p_{0}^{2}\right)}$ be the points of intersection of the ellipse $E$ with the coordinate axe. By the last theorem,

$$
\mathcal{M}\left(p_{0}, \alpha\right)<\mathcal{M}(p, \alpha)<\mathcal{M}\left(p_{1}, \alpha\right)
$$

The values $\mathcal{M}(p, \alpha)$ and $\mathcal{M}\left(p_{1}, \alpha\right)$ are easily determinated by the $Q$-lengths of orthogonal trajectories and their arcs of the associated quadratic differential for a given problem.

### 5.5. Extremal problems in the classes of univalent functions.

Many extremal problems in the basic classes of univalent mappings are connected with simple problems of the extremal decomposition; about such extremal decomposition problems we shall speak in Sec. 5.2. The examples of results obtained owing to the indicated connection are the results on the maximum and minimum of $\left|f\left(z_{0}\right)\right|$ in the class $R(\lambda)$ obtained by Gavrilyuk
amd Solynin [163]; a result on the region of values $f\left(z_{0}\right)$ in the class $S_{R}$, say, $\Delta\left(S_{R}, z_{0}\right)$, is due to Fedorov [160].

Dwell on the last result.A geometrically explicit result in the problem on $\Delta\left(S_{R}, z_{0}\right)$ was obtained by Jenkins [48] with the help of the GCT. The last problem was considered later by Chernikov [130], who used the Goluzin variational method. As is well known, $\Delta\left(S_{R}, z_{0}\right)$ is contained in $\Delta\left(T, z_{0}\right)$, where $\Delta\left(T, z_{0}\right)$ is the region of values $f\left(z_{0}\right)$ in the class $T$ of typical real functions, and part of the boundary of $\Delta\left(S_{R}, z_{0}\right)$ belongs to the boundary of $\Delta\left(T, z_{0}\right)$. Finding the remaining part of the boundary of $\Delta\left(S_{R}, z_{0}\right)$ turned out to be difficult. Fedorov [160] succeeded in investigating the boundary of $\Delta\left(S_{R}, z_{0}\right)$ and obtained in this way a complete solution of the problem. The proof in [160] is based on the simultaneous consideration of two extremal decomposition problems: the above problem on $M^{(j)}$ for pure imaginary values of $a$ (see Sec. 5.2) and the problem on the maximum of the sum (5.4)over another family of pairs of domains (the latter problem is connected with the problem on a continuum of minimal capacity, which was solved in [159]).

A number of problems on regions of values of functional systems on the classes of univalent functions are studied in the book of A.Vasil'ev [250]. In [250], the set of values of the system

$$
\left\{\left|f\left(z_{1}\right)\right|, \mid f\left(z_{2} \mid\right\}, \quad 0<z_{1}<z_{2}<1,\right.
$$

in the class $S_{R}$ is found. The lower bound of this set is easily established by considering of the reduced module of the bigon $U \backslash\left\{\left[-1, r_{1}\right] \cap\left[r_{2}, 1\right]\right\}$ with both vertices at $z=0$ and its image for the extremal mapping. The upper bound is found with the help of considering the problem on the maximum of the sum (5.4) in the case $a \geqslant 1$ and the problem of the maximum of the corresponding functional in the family of pairs of domains, defined on the sphere with distinguished points $-1,1, a_{1}, c_{1}, \infty$, where $0<a_{1}<c_{1}<\infty$.

By the same module approach the regions of values of some functional systems in the class $S^{(M)}$ of bounded functions from the class $S$ and in the Montel class of functions $f(z)=a_{1} z+a_{2} z^{2}+\ldots$, regular and univalent in $U$ and satisfying the condition $f(\omega)=\omega, \quad 0<\omega<1$, are found [250].

Jenkins [41] introduced the class $\Sigma(r)$ of functions $f(z)$ from the class $\Sigma$, which map $|z|>1$ onto a domain whose complement contains the domain with the inner conformal radius with respect to the origin at least $r, 0<r<1$. In [41, 50], exact estimates for $\left|\alpha_{0}\right|$ and $\left|\alpha_{1}\right|$ in the class $\Sigma(r)$ were obtained. The class $\Sigma(r)$ is particularly convenient for applying the
module method. By this method Gavrilyuk and Solynin [163] solved some extremal problem in this class. Solynin [233] obtained an exact estimate for the diameter of level curves, i.e., for the functional

$$
\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right|, \quad\left|z_{1}\right|=\left|z_{2}\right|=\rho>1
$$

in the class $\Sigma(r)$.
In the class $\Sigma$, a distortion theorem is known $\left(z=\rho e^{i \theta}\right)$ :

$$
\begin{equation*}
\frac{\left(1-\rho^{-2}\right)^{2}}{4 \rho^{2}\left(1+\rho^{-2}\right)^{2}} \leqslant \frac{\left|f^{\prime}(z) f^{\prime}(-z)\right|}{|f(z)-f(-z)|^{2}} \leqslant \frac{\left(1+\rho^{-2}\right)^{2}}{4 \rho^{2}\left(1-\rho^{-2}\right)^{2}} \tag{5.7}
\end{equation*}
$$

Extending this result, Suita [243] obtained the inequalities

$$
\begin{equation*}
\frac{\left(1-\rho^{-3}\right)}{3 \sqrt{3} \rho^{3}\left(1+\rho^{-3}\right)^{3}} \leqslant \prod_{k=1}^{3} \frac{\left|f^{\prime}\left(z \omega^{k-1}\right)\right|}{f\left(z \omega^{k-1}\right)-f\left(z \omega^{k}\right) \mid} \leqslant \frac{\left(1+\rho^{-3}\right)^{3}}{3 \sqrt{3} r^{3}\left(1-\rho^{-3}\right)^{3}} \tag{5.8}
\end{equation*}
$$

where $z=\rho e^{i \theta}, \rho>1$ and $\omega=e^{2 i \pi / 3}$, and showed all equality cases. Suita obtained inequalities (5.6) with the help of the GCT of Jenkins. However the inequalities (5.6) are simple corollaries to the Goluzin inequality (see the second inequality in (5.2)) and inequality (5.3).

In [200, 208], the upper and the lower estimates for the functional in (5.7) in the class $\Sigma(r)$ are obtained. Under limit passage for $\rho \rightarrow \infty$, from the indicated result in [233] and the result in [200] the maximum of $\left|\alpha_{1}\right|$ in the class $\Sigma(r)$ is found. Earlier the indicated maximum was obtained in [50] by means of the GCT (in the Extended Form). Note that the extension of inequalities (5.8) to the class $\Sigma(r)$ leads to an estimate of $\left|\alpha_{2}\right|$ in the class $\Sigma(r)$.

### 5.6. Harmonic measures and triad modules.

There are various connections between harmonic measures and modules. Of importance is the relationship between harmonic measures of a certain type and triad modules.

A number of Jenkins' results [42, 80, 103 I, II, III; 120] and related works of various authors were devoted to problems concerning harmonic measures.

By a triad $(P, \alpha, D)$, the configuration consisting of a simply connected domain $D$ of hyperbolic type, an open border arc $\alpha$ of $D$, and a point $P$ interior to $D$ is meant (the triads of Jenkins). We denote the harmonic measure of $\alpha$ taken in $P$ with respect to $D$ by $\omega(P, \alpha, D)$. By the module $M(P, \alpha, D)$ we mean the module of the class of locally rectifiable open arcs
in $D \backslash\{P\}$ running from $\alpha$ back to $\alpha$ and separating $P$ from the closed border arc $\alpha^{*}$ complementary to $\alpha$. This module is called a triad module; this term was introduced by Jenkins [42]. There is a strictly monotone increasing function that relates $\omega(P, \alpha, D)$ to $M(P, \alpha, D)$.

In [103 I] the following simple property of a triad module is noted. Let $U=\{|z|<1\}$ and let $\alpha$ be the arc on the unit circle from $e^{-i \beta / 2}$ to $e^{i \beta / 2}$ (in the positive sense), $0<\beta<2 \pi$. Consider the triad ( $0, \alpha, U$ ), and let $M(0, \alpha, U)$ be its triad module. The quadratic differential

$$
\frac{d z^{2}}{z\left(z-e^{i \beta / 2}\right)\left(z-e^{-i \beta / 2}\right)}
$$

determines the extremal configuration of the Mori problem concerning the maximum of the module in the family of doubly-connected domains separating pairs of points $0, \infty$ and $e^{i \beta / 2}, e^{i(2 \pi-\beta / 2)}$ (see Sec. 5.4). From the definition of the triad module it follows that the desired triad module is equal to twice of the mentioned maximum. Hence for $M(0, \alpha, U)$ we have a relation in terms of the elliptic integrals:

$$
M(0, \alpha, U)=\frac{1}{2} \mathbf{K}^{\prime}(\cos \beta / 4) / \mathbf{K}(\cos \beta / 4)
$$

Dwell on the result in [80]. Let $U=\{|z|<1\}$, and let $\alpha$ be a half-open arc in $U$ with end points $\zeta \in U$ and 1. Let $G=U \backslash \alpha$. Gaier [162] considered the problem of estimating from below the harmonic measure $\omega(0, \alpha, G)$ of the $\operatorname{arc} \alpha$ with respect to $G$ at the origin, and he gave an explicit but not sharp estimate for this quantity. Jenkins showed that the problem is most naturally stated in terms with topology determination, and he first solved the problem when the change in the argument on the arc $\alpha$ from 1 to $\zeta$ has an assigned value. Shortly, this solution is stated as follows.

Let $\alpha$ be an arc in $\bar{U} \backslash\{0\}$ with end points $\zeta \in U$ and 1. Further we assume that the change of $\operatorname{argument} \Delta_{\alpha}(\arg z)$ has the assigned value $\delta$. Then

$$
\omega\left(0, \alpha, \Gamma_{\alpha}\right) \geqslant \omega\left(0, \alpha^{*}, G_{\alpha^{*}}\right),
$$

where $\alpha^{*}$ is a competing arc uniquely determined as follows. There is a unique point $e^{i \chi}, \chi$ is real,such that the quadratic differential

$$
Q(z) d z^{2}=c\left(z-e^{i \chi}\right)\left[z(z-\zeta)\left(z-\bar{\zeta}^{-1}\right)(z-1)\right]^{-1} d z^{2}
$$

with the constant $c(\neq 0)$ is real in the unit circumference and $\alpha^{*}$ consists of a trajectory of $Q(z) d z^{2}$ on $|z|=1$ from 1 to $e^{i \chi}$ and a trajectory in $D$
from $e^{i \chi}$ to $\zeta$ together with their end points. Equality may occur only if $\alpha$ coincides with $\alpha^{*}$.

Fuchs (see [127]) raised the problem of finding the greatest lower bound of the harmonic measure at the origin of a set in $|z| \leqslant 1$ which meets every radius. This problem has been investigated by Marshal and Sundberg [213]. For a continuum, a geometric explicit solution of this problem is obtained by Jenkins [103 I]. In this paper it is shown that the result in [80] cited above readily gives a characterization of the extremal in the problem of Fuchs. Solynin [236] extended this result, considering the above continuum whose index about the origin is a half integer $n / 2$; he obtained an analytically implicit solution. Jenkins [120] simplified Solynin's proof and gave a geometrically explicit identification of the extremal configuration.

A new approach to the problem of Fuchs provides the Jenkins result [116] devoted to the $n$-fold symmetrization. In [120], Jenkins simplifies the proof in [236] and gives a geometrically explicit characterization of the extremal configuration.

In this connection, see also the papers of Liao [211], the Jenkins references [223, Sec. 9], Solynin's article [236].

### 5.7. Problems with free poles of quadratic differential.

Let E be a continuum on $\mathbb{C}$, and let $D_{n}(E), n \geqslant 2$, be the nth diameter of $E$ :

$$
d_{n}(E)=\left\{\max _{c_{k}, c_{l} \in E} \prod_{1 \leqslant k<k \leqslant n}\left|c_{k}-c_{l}\right|\right\}^{2 /[n(n-1)]} .
$$

The problem on the maximum of $d_{n}(E)$ in the family of all continua $E$ of the unit capacity is an example of the problem with free poles of associated quadratic differential: Goluzin showed that an extremal continuum of this problem is the $\Phi$-set for the quadratic differential

$$
Q(z) d z^{2}=-\sum_{1 \leqslant k<l \leqslant n} \frac{1}{\left(z-c_{k}\right)\left(z-c_{l}\right)} d z^{2}
$$

here $c_{k}$, i.e., the Fekete points on $E$, are unknown parameters of the given problem, Reich and Schiffer [221] shoved that the each extremal continuum of the problem under considerations possesses this property. The extremal configuration is unique up a linear transformation and it is the continuum of minimal capacity for its Fekete points. The problem is solved for $n=$ $2,3,4$. By the Faber theorem, in the case $n=2$ an extremal continuum
is the segment $E_{2}^{*}=[-2,2]$, Goluzin showed that in the case $n=3$, this continuum is $E_{3}^{*}=\cup_{k=1}^{3}\left[0,4^{1 / 3} \omega^{k-1}, \omega=e^{2 \pi / 3}\right.$. The problem on $d_{4}(E)$ is solved by the author [194]. The extremal continuum $E_{4}^{*}$ is symmetric with respect to both coordinate axes and it is connected with a suitable continuum of minimal capacity by the condition

$$
\left.E_{4}^{*}=\{z: H(\alpha)) z^{2} \in E\left(0, e^{i \alpha_{0}}, e^{-i \alpha_{0}}\right)\right\}
$$

where $\alpha_{0}, 0<\alpha_{0}<\pi / 2$, is the solution of the equation

$$
c(\alpha)=\frac{1}{3} \cos \alpha
$$

(see notation in Sec.(5.3)). In the proof in [194], various methods of investigation were used.

Let $\mathbf{a}=\left\{a_{1}, \ldots, a_{n}\right\}$ be a system of distinct points on $\overline{\mathbb{C}}$, and let $\boldsymbol{\alpha}=$ $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be a system of positive numbers. As above, let $\mathcal{D}_{n}(\mathbf{a})$ be the family of all systems $\mathbb{D}=\left\{D_{1}, \ldots, D_{n}\right\}$ of nonoverlapping simple connected domains on $\overline{\mathbb{C}}, a_{k} \in D_{k}, k=1, \ldots, n$. The first results of the module method in the problems of the maximum $M\left(a_{1}, \ldots, a_{n} ; \alpha_{1}, \ldots, \alpha_{n}\right)$ of the sum (5.1) over the family $\mathcal{D}_{n}(\mathbf{a})$ were mentioned in Sec.5.2. The indicated maximum will be denoted by $M(\mathbf{a}, \boldsymbol{\alpha}), M(\mathbf{a}, \mathbf{1})$ will be denoted by $M(\mathbf{a})$. The problem on $M(\mathbf{a})$ will be called the problem $A_{n}$.

The problem on the maximum of the conformal invariant

$$
2 \pi \sum_{k=1}^{n} M\left(D_{k}, a_{k}\right)-\frac{2}{n-1} \sum_{1 \leqslant k<l \leqslant n} \log \left|a_{k}-a_{l}\right|
$$

in the family $\mathcal{D}(\mathbf{a})$ with respect to every point system $\mathbf{a}=\left\{a_{1}, \ldots, a_{n}\right\}$ will be called the problem $B_{n}$.

In the cases $n=2,3$, the problems $A_{n}$ and $B_{n}$ are equivalent, and we have the results of Lavrent'ev, Golusin, and Kolbina (for their proofs, see comments of Jenkins [19]).

Theorem 4.3 has led to a complete solution of the problems $A_{n}$ and $B_{n}$ for $n=4$ [195]. The maximum in the problem $A_{4}$ is expressed in terms of the problem on $E(-1,1, a)$, where $a$ is expressed by the cross-ratio of the quadrangle of points under consideration. It allowed one to find the largest value of the above maximum for all values of $a$, and thus also to solve the problem $B_{4}$; see [195] and the paper of Fedorov [158], as well.

For $n \geqslant 5$, the problems $A_{n}$ and $B_{n}$ remain unsolved. Under the additional assumption that the systems of points $\left\{a_{1}, \ldots, a_{5}\right\}$ are symmetric with respect to a circle or a line, the maximum $I_{5}^{*}$ was found by the author [199] and Dubinin [138]; in this case, the extremal system is $\left\{1, \omega, \omega^{2}, 0, \infty\right\}$, where $\omega^{3}=1$. It is plausible that this system of points is also extremal for the problem $B_{5}$ in the general case.

An investigation of some candidates for the extremal configurations of the problem $B_{n}$ is given in [206].

Let now $\mathbf{a}=\left\{a_{1}, \ldots, a_{n}\right\}$ be a system of distinct points of the disk $U$, and let $\boldsymbol{\alpha}=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be a system of positive numbers. Let $\mathcal{D}_{U}(\mathbf{a})$ be the family of all systems $\mathbb{D}=\left\{D_{1}, \ldots, D_{n}\right\}$ of nonoverlapping simply connected domains in $U, a_{k} \in D_{k}, k=1, \ldots, n$. The problem on the maximum of the sum (5.4) for all systems a of points $a_{k} \in U$ and systems of domains $D_{k}$ of the family $\mathcal{D}_{U}(\mathbf{a})$ will be called the problem $K_{n}$. The problem of the maximum of the functional

$$
\begin{array}{r}
J_{n}=2 \pi \sum_{k=1}^{n} M\left(D_{k}, a_{k}\right)-\left\{\frac{2}{3(n-1)} \sum_{1 \leqslant k<l \leqslant n} \log \left(\left|a_{k}-a_{l}\right|\left|1-\bar{a}_{k} a_{l}\right|\right)\right. \\
\\
\left.+\frac{1}{3} \sum_{k=1}^{n} \log \left(1-\left|a_{k}\right|^{2}\right)\right\}
\end{array}
$$

in the family $D_{U}(\mathbf{a})$ with respect to every system $\mathbf{a}=\left\{a_{1}, \ldots, a_{n}\right\}$ of the points in $U$ will be called the problem $L_{n}$.

The difficulty in solving Problems $B_{n}, K_{n}$, and $L_{n}$ for sufficiently large n is connected with the presence of various admissible configurations, satisfying the necessary conditions, but not realizing the desired maximum. Therefore, it is of interest to establish additional conditions that the extremal configurations must satisfy. These conditions are given by the following theorem, due to Kuznetsov [190, 193].

The associated quadratic differential in Problem $B_{n}$ does not have multiple zeros. The bound every from domains of the extremal system in Problems $B_{n}$ and $K_{n}$ is a closed Jordan curve.

Geometrically, this theorem shows that the domains indicated do not have interior slits and "holes".

An addition to the previous theorem, see [193].
In the case $n=2$, the maximum of the sum (5.4) in the family $\mathcal{D}_{U}(\mathbf{a})$ was found by Kufarev and Falles [189]. Using their results cited above,

Kuznetsov [193] obtained a simple solution of the problem $K_{2}$ for any $\alpha_{1}, \alpha_{2}$. The solution of the problem $K_{3}$ in the case $\boldsymbol{\alpha}=\mathbf{1}$ was obtained by Kostyuchenko [186]. In addition to theoretic function reasonings, this solution was needed some computer calculation.

### 5.8. Problems in the presence of a symmetric conditions.

As it was indicated above, the extremal decompositions problems in the case of large number of free parameters are of considerable difficulty. Therefore it is natural to consider these problems for the condition that the disposition of the points $a_{k}$ satisfies come additional conditions. First result in this direction belongs to Dubinin [134], and it is given by the following theorem.

Let $\mathbf{a}=\left\{a_{1}, \ldots, a_{n}\right\}, n \geqslant 2$, be a system of the points of $C$. In the family $\mathcal{D}(\mathbf{a})$

$$
\begin{equation*}
\mathcal{M}\left(a_{1}, \ldots, a_{n}\right) \leqslant \frac{n}{2 \pi} \log \frac{4}{n} \tag{5.9}
\end{equation*}
$$

Equality in (5.9) occurs only in the case where the points $a_{1}, \ldots, a_{n}$ are uniformly distributed on $C$.

This result is supplemented by the following theorem [204 III] in the family $\mathcal{P}_{n}(\mathbf{a})$ (see Sec.(5.2)).

Let $\mathbf{a}=\left\{a_{1}, \ldots, a_{n}\right\}$ be a system of points on $C, n \geqslant 3$. In the family $\mathcal{P}_{n}(\mathbf{a})$ we have the inequality

$$
\begin{equation*}
\max _{\mathbf{a}} \min _{\mathcal{P}_{n}(\mathbf{a})} \sum_{k=1}^{n} M\left(P_{k}, a_{k}, a_{k+1}\right) \leqslant \frac{2 n}{\pi} \log \frac{4}{n} \tag{5.10}
\end{equation*}
$$

Equality in (5.10) occurs only in the same case as in (5.9).
Dubinin [134] showed that the maximum of every of the functionals $\mathcal{M}\left(0, a_{1}, \ldots, a_{n}\right)$ and $\mathcal{M}\left(0, a_{1}, \ldots, a_{n}, \infty ; \alpha, 1, \ldots, \alpha\right), \alpha^{2}=1 / 2$, where $a_{1}, \ldots, a_{n}$ are points of $C$, occurs only in the case of indicated symmetric disposition of the points $a_{1}, \ldots, a_{n}$. This gave simple expressions for desired maxima.

The author [203, 202 I ] established, that the mentioned property is satisfied for the functional $\mathcal{M}\left(0, a_{1}, \ldots, a_{n} ; \alpha, 1, \ldots, 1\right)$ for $0<\alpha \leqslant 1$ and for the second of the indicated functionals for $\alpha^{2} \leqslant \frac{n^{2}}{8}$.

In the proof, Dubinin used the method of separating transformation of condensers and domains, the author used Theorem 4.4, which establishes the connection between two extremal decomposition problems.

Concerning the condition $\alpha^{2} \leqslant n^{2} / 8$ in the problem on the functional $\mathcal{M}\left(0, a_{1}, \ldots, a_{n} ; \alpha, 1, \ldots, 1, \alpha\right)$, the following theorem is proved $[202, \mathrm{I}]$.

The maximum $\mathcal{M}\left(0, e^{i \beta}, e^{-i \beta}, \infty\right)$, where $0 \leqslant \beta \leqslant \pi / 2$, is attained for $\beta=\beta_{0}$, where $\beta_{0}, \pi / 6<\beta_{0}<\pi / 2$, is the solution of the equation $c(\beta)=$ $1 / 2, c(\beta)$ is the zero of the quadratic differential, defining the continuum of minimal capacity $E\left(0, e^{i \beta}, e^{-i \beta}\right), 0 \leqslant \beta \leqslant \pi / 2$.

A number of extremal decomposition problems in the presence of certain symmetry in the condition of the problem under consideration is solved in [149, 204-207].

### 5.9. Problems for which associated quadratic differential is a complete square.

In decomposition problems cited in the title the module method, as a rule,immediately yields a complte solution. We shall indicate some such results, following the presentation in Emel'yanov's article [151].

Let $P=\left\{a_{1}, \ldots, a_{n}\right\}$ be a system of distinguished points on $\overline{\mathbb{C}}$ and let $\overline{\mathbb{C}}^{\prime}=\overline{\mathbb{C}} \backslash P$. Let $\mathcal{P}$ be the family of all systems $\mathbb{D}=\left\{D_{1}, \ldots, D_{n_{1}}, D_{1}^{(1)}, \ldots\right.$, $\left.D_{n_{2}}^{(1)}\right\}$ of nonoverlapping domains, where $D_{j}$ is a simply connected domain on $\overline{\mathbb{C}}^{\prime} \cup\left\{a_{j}\right\}$ such that $a_{j} \in D_{j}$ for $j=1, \ldots, n_{1}\left(n_{1} \leqslant n\right), D_{k}^{(1)}, k=$ $1, \ldots, n_{2}$, is a doubly connected domain on $\overline{\mathbb{C}}^{\prime}$. It is assumed that the family $\mathcal{P}$ is associated with a given family of homotopy classes of closed Jordan curves on $\overline{\mathbb{C}}$. Let $\boldsymbol{\alpha}=\left\{\alpha_{1}, \ldots, \alpha_{n_{1}}\right\}$ and $\mathbf{l}=\left\{l_{1}, \ldots, l_{n_{2}}\right\}$ be two given systems of positive numbers.

Let $\mathbb{D}^{*}=\left\{D_{1}^{*}, \ldots, D_{n_{2}}^{(1) *}\right\}$ be the system of domains realizing the maximum value of the functional

$$
F(\mathbb{D})=\sum_{j=1}^{n_{1}} \alpha_{j}^{2} M\left(D_{j}, a_{j}\right)+\sum_{k=1}^{n_{2}} l_{k}^{2} M\left(D_{k}^{(1)}\right)
$$

in the family $\mathcal{P}$. Here $M\left(D_{k}^{(1)}\right)$ denotes the module of the domain $D_{k}^{(1)}$ with respect to the family of curves separating its boundary components.

It is known that the extremal system $\mathbb{D}^{*}$ is unique, and where exists a unique quadratic differential associated with the problem such that his
$\Phi$-set decomposes $\overline{\mathbb{C}}$ onto domains forming the system $\mathbb{D}^{*}$. This differential is of the form

$$
Q(w) d w^{2}=\sum_{j=1}^{n}\left(\frac{A_{j}}{\left(w-a_{j}\right)^{2}}+\frac{\lambda_{j}}{\left(w-a_{j}\right)}\right) d w^{2}
$$

where $A_{j}=-\alpha_{j}^{2} / 4 \pi^{2}$ if $j \leqslant n_{1}$ and $A_{j}=0$ otherwise.
Let

$$
\mathcal{M}(P)=F\left(\mathbb{D}^{*}\right)
$$

and consider the functional

$$
\begin{equation*}
J(P)=\mathcal{M}(P)+\frac{1}{4 \pi} \sum_{j, k, j \neq k} \mu_{k, j} \log \left|a_{k}-a_{j}\right|^{2}, \quad \mu_{k, j}=\mu_{j, k} \tag{5.12}
\end{equation*}
$$

where the $\mu_{k, j}$ are some real numbers. We assume that the condition

$$
\sum_{k, k \neq j} \mu_{k, j}=-\alpha_{j}^{2}, \quad j=1, \ldots, n,
$$

holds, where we set $\alpha_{j}=0$ for $n_{1}<n \leqslant n_{2}$. In this case, the functional $J(P)$ is conformally invariant.

If the functional (5.12) is bounded from above then exists an extremal systems of points $P^{*}=\left\{a_{1}^{*}, \ldots, a_{n}^{*}\right\}$ and an associated quadratic differential $Q_{P^{*}}(w) d w^{2}$.

The following preposition is valid [151].
Let $P^{*}=\left\{a_{1}^{*}, \ldots, a_{n}^{*}\right\}$ be an extremal system of points for the functional (5.12). Then the quadratic differential $Q_{P^{*}}(w) d w^{2}$ has the form

$$
Q_{P^{*}}(w) d w^{2}=\frac{1}{4 \pi^{2}} \sum_{k, j=1, k<j}^{n} \mu_{k, j}\left(\frac{1}{w-a_{k}^{*}}-\frac{1}{w-a_{j}^{*}}\right)^{2}
$$

If $P^{*}=\left\{a_{1}^{*}, \ldots, a_{n}^{*}, \infty\right\}$, then

$$
\begin{aligned}
Q_{P^{*}}(w) d w^{2}=\frac{1}{4 \pi^{2}}\left(\sum _ { k , j = 1 , k < j } ^ { n } \mu _ { k , j } \left(\frac{1}{w-a_{k}^{*}}\right.\right. & \left.-\frac{1}{w-a_{j}^{*}}\right)^{2} \\
& \left.+\sum_{j=1}^{n} \mu_{j, n+1} \frac{1}{\left(w-a_{j}^{*}\right)^{2}}\right) d w^{2} .
\end{aligned}
$$

By means of obtained expressions for $Q_{P^{*}}(w) d w^{2}$, in [151], the inequalities in the class $\Sigma$ are obtained which are generalizations of the inequalities of Golusin and Grunsfy, respectively.

Dwell on another results in [151]. The following lemma is valid.
Let $P=\left\{a_{1}, \ldots, a_{n}, \infty\right\}$ be a set of distinguished points on $\overline{\mathbb{C}}$, let $F(\mathbb{D})$ be a functional of the form (5.11) of the extremal decomposition problem corresponding to the set $P$, and let $Q_{P}(z) d z^{2}$ be the associated quadratic differential. If

$$
Q_{P}(z) d z^{2}=-\frac{1}{4 \pi^{2}}\left(\sum_{j=1}^{n} \frac{\alpha_{j}}{z-a_{j}}\right)^{2}
$$

then

$$
\mathcal{M}(P)=F\left(\mathbb{D}^{*}\right)=-\frac{1}{2 \pi} \sum_{p, q=1, p \neq q}^{n} \alpha_{p} \alpha_{q} \log \left|a_{p}-a_{q}\right|
$$

As it is noted in [151], this lemma follows of [143, Theorem 1]. In [151], a not complicated proof of this lemma by the module method is given.

Now let $P=\left\{a_{1}, a_{2}, a_{3}, \infty\right\}$ be a system of distinct points of $\overline{\mathbb{C}}$. Consider the problem of the extremal decomposition of the $z$-sphere in the family of all nonoverlapping simply connected domains $D_{j}, a_{j} \in D_{j}, j=$ $1, \ldots, 4\left(a_{4}=\infty\right)$, with the functional

$$
F(\mathbb{D})=M\left(D_{1}, a_{1}\right)+M\left(D_{2}, a_{2}\right)+M\left(D_{3}, a_{3}\right)+9 M\left(D_{4}, \infty\right)
$$

Let $\mathbb{D}^{*}=\left\{D_{1}^{*}, \ldots, D_{4}^{*}\right\}$ be the extremal systems of domain, $\mathcal{M}(P)=$ $F\left(\mathbb{D}^{*}\right)$. Set

$$
J(P)=\mathcal{M}(P)+\frac{1}{2 \pi}\left(\log \left|a_{2}-a_{1}\right|^{2}+\log \left|a_{3}-a_{1}\right|^{2}+\log \left|a_{1}-a_{3}\right|^{2}\right)
$$

The functional $J(P)$ is bounded from above [151, Theorem 1]. By Theorem 4.3, an associated quadratic differential of this problem is a complete square. We have the following theorem [151].

$$
\begin{aligned}
& \text { Let } T=T_{0} \cup T^{+} \cup T^{-}, \text {where } T_{0}=[-2,1], \\
& \qquad T^{+}=\{z:|z-\omega|=\sqrt{3}, z \geqslant 0\}, \quad T^{-}=\left\{\bar{z}: z \in T^{+}\right\}
\end{aligned}
$$

here $\omega=e^{2 \pi / 3}$. The maximum of the functional $J(P)$ is equal to 0 and it is attained at every systems of points

$$
P_{a}=\{\omega, \bar{\omega}, a, \infty\}, \quad a \in T
$$

and also at systems of points obtained from the indicated systems of points by linear-fractional transformations and only at such systems of points.

Now we consider the decomposition problem of the w-sphere into simply connected domains $D_{j}, j=1, \ldots, 4$, such that $a_{j} \in D_{j}$ and a doublyconnected domain $D$. The domain $D$ has to separate two pairs of points $a_{1}, a_{3}$ and $a_{2}, \infty$ and is associated with the class closed Jordan curves homotopic on $\mathbb{C} \backslash\left\{a_{1}, a_{2}, a_{3}\right\}$ to the slit along the segment $\left[a_{1}, a_{3}\right]$. Set

$$
\begin{gathered}
\tilde{F}(\mathbb{D})=M\left(D_{1}, a_{1}\right)+M\left(D_{2}, a_{2}\right)+M\left(D_{3}, a_{3}\right)+9 M\left(D_{4}, \infty\right)+4 M(D) \\
\tilde{\mathcal{M}}(P)=\tilde{F}\left(\mathbb{D}^{*}\right)
\end{gathered}
$$

Let the functional $\tilde{J}(P)$ be defined similarly to (5.13), i.e.,

$$
\begin{equation*}
\tilde{J}(P)=\tilde{\mathcal{M}}(P)+\frac{1}{2 \pi}\left(\log \left|a_{2}-a_{1}\right|^{2}+\log \left|a_{3}-a_{2}\right|^{2}+\log \left|a_{1}-a_{3}\right|^{2}\right. \tag{5.14}
\end{equation*}
$$

The functional $\tilde{J}(P)$ is bounded from above. Let $\Omega_{1,3}$ denote the component of $\overline{\mathbb{C}} \backslash T$ containing the point $w=\infty$. The following statement is an easy consequence of the last theorem.

The maximum value of the functional $\tilde{J}(P)$ is equal to 0 . The functional $\tilde{J}(P)$ achieves its maximal value at systems of points obtained from the system $P_{a}=\{\omega, \bar{\omega}, a, \infty\}$, where $a \in \Omega_{1,3}$, by linear-fractional transformations and only at such system sof points.

By means of the last theorem and its corollary, an inequality for a combination of initial coefficients of the expansion of a function $f(z) \in \Sigma$ is obtained in [151]. In contrary to the analog inequality obtaining with the use of the GCT of Jenkins, this inequality is valid without any restrictions on the first coefficients of this expansion.

Some extremal decomposition problems in multiply connected domains for which the associated quadratic differentials are complete squares are considered by Emel'yanov in [154].

### 5.10. Solution of some isoperimetric problems.

By means of the method of modules, a solution of a number of isoperimetric problems was obtained. We shall indicate some application of the notion of the reduced module of a triangle introduce by Solynin [230, 238]. In [218], Pólya and Szegö posed the problem of finding the maximum of the conformal radius $R\left(\Delta_{n}, 0\right)$ over the family of all $n$-gons $\Delta_{n}\left(0 \in \Delta_{n}\right)$ of a given area. For $n=3,4$, this problem was solved in [218] with the help of the Steiner symmetrization;for $n>4$, the proof in [218] fails. Solynin [230] obtained a solution of this isoperimetric problem for all $n$ simultaneously;
the maximum is attained only in the case where $\Delta_{n}$ is a regular $n$-gon with center at the origin. In [234], some inequalities between geometric and functional characteristics of $n$-gons, such as the perimeter, diameter, inner radius, transfinite diameter, torsion rigidly, and electrostatic capacity, were established. The proof uses the notion of dissymmetrization introduced by Dubinin [132].

Some difficult isoperimetric problems for $n$-gons were solved by Solynin and Zalgaller [240,241]. In the first paper, the authors proved that among all $n$-gons $\Delta_{n}$ with fixed area, the regular $n$-gon, and only this one, has minimal logarithmic capacity. This result was conjectured by Pólya and Szegö [218] (and was proved by them for $n=3,4$ ). Let $C \Delta_{n}$ be the unbounded component of $\overline{\mathbb{C}} \backslash \Delta_{n}$. The proof uses the connection between the reduced module of $C \Delta_{n}$ and the reduced modules of the trilaterals associated with a special triangulation of an $n$-bigon $\Delta_{n}$; this approach was developed by Solynin in an earlier work [230]).

In [241] the authors prove various isometric inequalities for a curvilinear polygon with $n$ sides, each of which is a smooth arc of curvature at most $k$. The proof relies on the method of dissymmetrization and on a special purely geometric theorem for the polygons under consideration.

### 5.11. Concluding remarks.

In the theory of the module method, presented in Sec.4, the associated quadratic differentials have poles of order not exceeding 2 . The open question is to extend this theory to quadratic differentials with poles of higher order.

In a number of cases, extremal decomposition problems in which the associated quadratic differentials have poles of higher orders can be reduced to problems in which the quadratic differentials have poles of orders $\leqslant 2$. Such a reduction is based on the fact that a quadratic differential with a pole f order $n \geqslant 4$, say, at the point $z=0$, can be approximated by a quadratic differential with $n-2$ poles of second order that are symmetrically located on the circle $|z|=\epsilon$ (in the case $n=3$, also there is a simple pole at the origin). This approach was used in [200, 208] for the estimate of the coefficient $\alpha_{1}$ in the class $\Sigma(r)$.

Another approach consist of the introduction of reduced modules of domains similar to the end and strip domains of a quadratic differentials with poles of high order, and of the consideration of a decomposition problem
in a family of domains containing the domains indicated. The preliminary result in this direction was obtained in [209]. This result can be regarded as an analog of the Jenkins GCT.

## 6. OTHER RESULTS OF J.A.JENKINS

Jenkins is the author of more than 130 of scientific papers.These papers are devoted to various questions of GFT. They are prominant applications of the method of the extremal metric and related approaches.

On the general Coefficient Theorem, its extensions and generalizations, we said in Sec. 3. The general principle stated in [39 I, II] and its developments were presented in Sec. 4. Dwell briefly on other results of Jenkins.
6.1. Jenkins made a large contribution to the development of the method of symmetrization.

Let us give one of the results of Jenkins in the symmetrization method of Pólya and Szegö.

Let $D$ be a doubly-connected domain in the $w$-sphere, and let $P$ be a point and $\lambda$ be a ray with end point at $P$. Let $D^{*}$ be the domains associated with $D$ by the circular symmetrization determined by $P$ and $\lambda$ (see definitions in [41]). Let $M(D)$ and $M(D *)$ be the modules of $D$ and $D^{*}$, in each case for the class of curves separating the boundary components. Then (Pólya and Szegö)

$$
\begin{equation*}
M(D) \leqslant M\left(D^{*}\right) \tag{6.1}
\end{equation*}
$$

Jenkins obtained the following uniqueness result [44].
Let the circular symmetrization be defined by the origin and the positive real axis. Equality in (6.1) occurs only if $D^{*}$ is obtained from $D$ by a rigid rotation about the point $w=0$.

Analogous results are valid for the symmetrization of quadrangles.
As it was be noted (see Sec. 5.1) in early papers of Jenkins [22 ?,20,32], the efficiency of the combination of the general extremal metric principle with the symmetrization method of Pólya and Szegö was demonstrated with examples of the solution of difficult problems.
6.2. Some results of the GFT express the fact that a given set has a minimal capacity ( or possesses an analogous extremal property) in some family of planar sets satisfying one or another geometric condition. The examples
are many of covering theorems. Jenkins [11] obtained the following result by a symmetrization argument.

Let $f \in S$ and let $L(f, r)$ denote the Lebesgue length measure of the set of values on $|w|=r$ not covered by the image of $|z|<1$ under the mapping $w=f(z)$. For $1 / 4<r<1$, we have the sharp bound

$$
L(f, r) \leqslant 2 r \arccos \left(8 r^{1 / 2}-8 r-1\right)
$$

with equality only for functions given explicitly in [11].
This work has had a number of continuations.In this connection, see the recent paper of Dubinin [140].
6.3. In [65], Jenkins gave a simple proof of a criterion for a closed set $E$ to have minimal capacity in a given class of admissible sets and obtained the corresponding uniqueness assertion. This criterion is formulated as conditions on $E$ and on the comparison sets that are expressed in terms of the topology of the orthogonal trajectories to the level curves of the Green function for the domain $D=\overline{\mathbb{C}} \backslash E$. Conceptually, the paper of Tamrazow [205] on covering of curves under conformal mapping is close to this paper.

The paper [71] is devoted to geometric questions related to capacity. The results of this paper, very simple in formulation, led to significant refinements in a number of previously known results of the covering theorem type in the classes $\Sigma$ and $S$.
6.4. A number of Jenkins' results [42,80,103I,II,III;120] were devoted to problems concerning harmonic measures. Some of these results were sited in Sec. 5.6.
6.5. The method of the extremal metric has various forms. Using a form of this method close to the area method, Jenkins [63] proved the Special Coefficient Theorem. This result does not contain many of the most interesting applications of the General Coefficient Theorem, but it makes possible to consider a number of other problems.

In [61], Jenkins applied a modified form of the methods of the extremal metric to obtain generalizations of the usual span theorems for multiply connected domains. In this way, it was possible to prove for the first time theorems of this kind for functions regular in a domain (previously, such problems had been considered only for functions having given singularities).
6.6. A number of Jenkins' papers is devoted to the theory of Riemann surfaces, results on the boundary correspondence, applications of the method of the extremal metric to nonunivalent functions, and other questions. Many of his papers dealt with the theory of quasiconformal mappings.

A short account by Jenkins [100] and his fundamental survey article [123] have been devoted to the method of the extremal metric in its various aspects. These publications reflected many results of Jenkins.
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