# S. A. Avdonin, V. S. Mikhaylov, K. B. Nurtazina <br> ON INVERSE DYNAMICAL AND SPECTRAL PROBLEMS FOR THE WAVE AND SCHRÖDINGER EQUATIONS ON FINITE TREES. THE LEAF PEELING METHOD 


#### Abstract

Interest in inverse dynamical, spectral and scattering problems for differential equations on graphs is motivated by possible applications to nano-electronics and quantum waveguides and by a variety of other classical and quantum applications. Recently a new effective leaf peeling method has been proposed by S. Avdonin and P. Kurasov for solving inverse problems on trees (graphs without cycles). It allows recalculating efficiently the inverse data from the original tree to the smaller trees, 'removing' leaves step by step up to the rooted edge. In this paper we describe the main step of the spectral and dynamical versions of the peeling algorithm recalculating the inverse data for the 'peeled tree'.
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## §1. Introduction.

Metric graphs with defined on them differential operators or differential equations are called quantum graphs (or differential equation networks). There are two groups of uniqueness results concerning boundary inverse problems for quantum trees. Brown and Weikard [10], Yurko [12], and Freiling and Yurko [11] proved uniqueness results for trees with a priori known topology (connectivity) and lengths of edges using the TitchmarshWeyl matrix function (TW-function) as the inverse data.

The second group concerns inverse problems with unknown topology, lengths of edges and potentials. Belishev [8] and Belishev and Vakulenko [9]

[^0]used the spectral data, i.e. eigenvalues and the traces of the derivatives of eigenfunctions at the boundary vertices (that is equivalent to the knowledge of the TW-function).

The paper by Avdonin and Kurasov [3] contains the most complete results in this direction. It proves that a quantum tree is uniquely determined by the reduced TW-function associated to all except one boundary vertices. Moreover, the reduced response operator (the dynamical Dirichlet-toNeumann map) known on sufficiently large time interval also determines a tree uniquely. The expression "sufficiently large" means precisely the time interval of exact controllability of the tree.

The most significant result of [3] is developing a constructive and robust procedure for the recovery tree's parameters, which became known as the leaf peeling (LP) method. This method was extended to boundary inverse problems with nonstandard vertex conditions in [4], to the two-velocity wave equation in $[5,6]$ and to the parabolic type equations on trees in [2].

Our procedure is recursive - it allows recalculating efficiently the TWfunction (and response operator) from the original tree to the smaller trees, 'removing' leaves step by step up to the rooted edge. Because of its recursive nature, this procedure contains only Volterra type equations, and hence may be a base for developing effective numerical algorithms. The fact that the proposed procedure is recursive is crucial for its numerical realization since the number of edges of graphs arising in applications is typically very big.

The development of effective numerical algorithms for solving inverse problems on quantum graphs is one of the goals of our research of quantum graphs. The first results in this direction for a star graph were obtained in [1]. The LP method combines both spectral and dynamical approaches to inverse problems. However, the main step of the LP algorithm - recalculating the inverse data for the 'peeled tree' - was described in detail only in a spectral version. In this paper we describe its dynamical version, very important from theoretical and numerical viewpoints.

Let $\Omega$ be a finite connected compact graph without cycles (a tree). The graph consists of edges $E=\left\{e_{1}, \ldots, e_{N}\right\}$ connected at the vertices $V=\left\{v_{1} \ldots, v_{N+1}\right\}$. Every edge $e_{j} \in E$ is identified with an interval $\left(a_{2 j-1}, a_{2 j}\right)$ of the real line. The edges are connected at the vertices $v_{j}$ which can be considered as equivalence classes of the edge end points $\left\{a_{j}\right\}$. The boundary $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{m}\right\}$ of $\Omega$ is a set of vertices having multiplicity one (the exterior nodes). Since the graph under consideration is a tree, for
every $a, b \in \Omega, a \neq b$, there exists the unique path $\pi[a, b]$ connecting these points.

## §2. Spectral and dynamical problems, inverse data.

Let $\partial w\left(a_{j}\right)$ denotes the derivative of $w$ at the vertex $a_{j}$ taken along the corresponding edge in the direction outward the vertex. We associate the following spectral problem on the graph $\Omega$ with the potential $q \in L_{1}(\Omega)$ :

$$
\begin{array}{r}
-\frac{d^{2} w}{d x^{2}}+q w=\lambda w \\
w \in C(\Omega) \\
\sum_{e_{j} \sim v} \partial_{j} w(v)=0 \quad \text { for } v \in V \backslash \Gamma \\
w=0 \quad \text { on } \Gamma . \tag{2.4}
\end{array}
$$

In (2.3) $\partial_{j} w(v)$ denotes the derivative of $w$ at the vertex $v$ taken along the edge $e_{j}$ in the direction outwards the vertex. Also, $e_{j} \sim v$ means edge $e_{j}$ is incident to vertex $v$, and the sum is taken over all edges incident to $v$.

It is well-known fact that the problem (2.1)-(2.4) has a discrete spectrum of eigenvalues $\lambda_{1} \leqslant \lambda_{2} \leqslant \ldots, \lambda_{k} \rightarrow+\infty$, and corresponding eigenfunctions $\phi_{1}, \phi_{2}, \ldots$ can be chosen so that $\left\{\phi_{k}\right\}_{k=1}^{\infty}$ forms an orthonormal basis in $\mathcal{H}:=L_{2}(\Omega)$ :

$$
\left(\phi_{i}, \phi_{j}\right)_{\mathcal{H}}=\int_{\Omega} \phi_{i}(x) \phi_{j}(x) d x=\delta_{i j}
$$

Set $\varkappa_{k}(\gamma)=\partial \phi_{k}(\gamma), \gamma \in \Gamma$. Let $\alpha_{k}$ be the $m$-dimensional column vector defined as $\alpha_{k}=\operatorname{col}\left(\frac{\varkappa_{k}(\gamma)}{\sqrt{\lambda_{k}}}\right)_{\gamma \in \Gamma}$.

Definition 1. The set of pairs

$$
\begin{equation*}
\left\{\lambda_{k}, \alpha_{k}\right\}_{k=1}^{\infty} \tag{2.5}
\end{equation*}
$$

is called the Dirichlet spectral data of the graph $\Omega$.
The inverse spectral problem with the data given by (2.5) was considered in [8]. We will be dealing with the Titchmarsh-Weyl function which is defined as follows. We consider the differential equation on $\Omega$ for $\lambda \notin \mathbb{R}$ :

$$
\begin{equation*}
-\phi^{\prime \prime}(x)+q(x) \phi(x)=\lambda \phi(x) \tag{2.6}
\end{equation*}
$$

Let the function $\psi_{i}(x, \lambda)$ be the solution to (2.6) with standard conditions (2.2), (2.3) at internal vertices and the following boundary conditions

$$
\psi_{i}\left(\gamma_{i}, \lambda\right)=1, \quad \psi_{i}\left(\gamma_{j}, \lambda\right)=0, \quad j \neq i
$$

Then the entries of the Titchmarsh-Weyl matrix $\mathbf{M}(\lambda)$ are defined as

$$
M_{i j}(\lambda)=\partial \psi_{i}\left(\gamma_{j}\right)
$$

Let $\mathrm{t} \psi$ be the solution to (2.1), (2.2) and (2.3) with the nonhomogeneous Dirichlet boundary conditions:

$$
\begin{equation*}
\psi=\zeta \text { on } \Gamma \tag{2.7}
\end{equation*}
$$

where $\zeta \in \mathbb{R}^{m}$. The Titchmarsh-Weyl $M$-matrix connects the values of $\psi$ on the boundary and the values of its derivative on the boundary:

$$
\begin{equation*}
\partial \psi=\mathbf{M}(\lambda) \zeta \quad \text { on } \Gamma \tag{2.8}
\end{equation*}
$$

Along with the spectral we consider the dynamical problem:

$$
\begin{array}{r}
u_{t t}-u_{x x}+q u=0 \text { in } \Omega \backslash V \times[0, T], \\
\left.u\right|_{t=0}=\left.u_{t}\right|_{t=0}=0, \\
u(\cdot, t) \quad \text { satisfies (2.2) and }(2.3) \text { for all } t \in[0, T], \\
u=f \text { on } \Gamma \times[0, T] . \tag{2.12}
\end{array}
$$

Here $T>0, f=f(\gamma, t), \gamma \in \Gamma$, is the Dirichlet boundary control which belongs to $\mathcal{F}_{\Gamma}^{T}:=L_{2}\left([0, T] ; \mathbb{R}^{m}\right)$. Let $u^{f}$ be the solution to the problem (2.9)-(2.12) with the boundary control $f$. We introduce the dynamical response operator (the dynamical Dirichlet-to-Neumann map) by the rule

$$
\left(R^{T}\{f\}\right)(t)=\left.\partial u^{f}(\cdot, t)\right|_{\Gamma}, \quad t \in[0, T] .
$$

The response operator has a form of convolution:

$$
\left(R^{T}\{f\}\right)(t)=(\mathbf{R} * f)(t), t \in[0, T]
$$

Here the matrix-valued response function $\mathbf{R}(t)$ is defined by the following procedure. Let the function $u_{i}(x, t)$ be the solution to (2.9)-(2.11) and the boundary conditions

$$
u_{i}\left(\gamma_{i}, t\right)=\delta(t), \quad u_{i}\left(\gamma_{j}, t\right)=0, \quad j=1, \ldots m, j \neq i
$$

The entries of response matrix $\mathbf{R}$ are defined by

$$
R_{i j}(t)=\partial u_{i}\left(\gamma_{j}, t\right)
$$

Connection between the spectral and dynamical data are known and were used for studying inverse spectral and dynamical problems, see for example $[3,7]$. Let $f \in \mathcal{F}_{\Gamma}^{T} \cap\left(C_{0}^{\infty}(0,+\infty)\right)^{m}$ and

$$
\widehat{f}(k):=\int_{0}^{\infty} f(t) e^{i k t} d t
$$

be its Fourier transform. The equations (2.9), and (2.1) are connected by the Fourier transformation: going formally in (2.9) over to the Fourier transform, we obtain (2.1) with $\lambda=k^{2}$. It is not difficult to check (see, e.g. $[3,7]$ ) that the response matrix-function and Titchmarsh-Weyl matrix are connected by the same transform:

$$
\mathbf{M}\left(k^{2}\right)=\int_{0}^{\infty} \mathbf{R}(t) e^{i k t} d t
$$

where this equality is understood in a weak sense.

## §3. Inverse spectral problem. Recovering the Titchmarsh-WEyl function for the peeled tree.

Any boundary vertex of the tree can be taken as a root; therefore without loss of generality, we can assume that the boundary vertex $\gamma_{m}$ is a root of the tree. We put $\Gamma_{m}=\Gamma \backslash\left\{\gamma_{m}\right\}$ and consider the spectral problem (2.1)-(2.4) on $\Omega$. The reduced TW matrix $\mathbf{M}(\lambda)=\left\{M_{i j}(\lambda)\right\}_{i, j=1}^{m-1}$ associated with boundary points from $\Gamma_{m}$ is constructed as in Section 1 and serve as data for our inverse problem.

Using the procedure described in [3] we can recover the potential on all the boundary edges (it suffices to know only the diagonal elements of the $M$-matrix to do it). Moreover, using the non-diagonal elements we can identify the sets of boundary edges incident to the same internal vertex. We call these sets pre-sheaves. More precisely, we introduce the following
Definition 2. We consider a subgraph of $\Omega$ which is a star graph consisting of all edges incident to an internal vertex $v$. This star graph is called a pre-sheaf if it contains at least one boundary edge of $\Omega$. A pre-sheaf is called $a$ sheaf if all but one its edges are the boundary edges of $\Omega$.

Following [6] one can extract a sheaf from all pre-sheaves found on the previous step and proceed with the leaf-peeling method procedure described below.

Let the found sheaf consist of the boundary vertices $\gamma_{1}, \ldots, \gamma_{m_{0}}$ from $\Gamma_{m}$, the corresponding boundary edges $e_{1}, \ldots, e_{m_{0}}$ and an internal edge $e_{m_{0}^{\prime}}$. We identify each edge $e_{i}, i=1, \ldots, m_{0}$, with the interval $\left[0, l_{i}\right]$ and the vertex $\gamma_{m_{0}^{\prime}}$, the internal vertex of the sheaf, - with the set of common endpoints $x=0$. At this point it is convenient to renumerate the edge $e_{m_{0}^{\prime}}$ as $e_{0}$ and the vertex $\gamma_{m_{0}^{\prime}}$ as $\gamma_{0}$. Applying the techniques from [3,6] we recover the potential $q$ and lengths $l_{i}$ of edges $e_{i}, i=1, \ldots, m_{0}$.

We call $\widetilde{\mathbf{M}}(\lambda)$ the reduced $M$-matrix associated with the new graph $\widetilde{\Omega}=\Omega \backslash \bigcup_{i=1}^{m_{0}}\left\{e_{i}, \gamma_{i}\right\}$ with boundary points $\Gamma \backslash \bigcup_{i=1}^{m_{0}} \gamma_{i}$.

First we recalculate entries $\widetilde{M}_{0 i}(\lambda), i=0, m_{0}+1, \ldots, m-1$. Let us fix $\gamma_{1}$, the boundary point of the star-subgraph. Let $u$ be the solution to the problem (2.6) with the boundary conditions

$$
u\left(\gamma_{1}\right)=1, \quad u\left(\gamma_{j}\right)=0, \quad j=2, \ldots, m
$$

We point out that on the boundary edge $e_{1}$ the function $u$ solves the Cauchy problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(x)+q(x) u(x)=\lambda u(x), \quad x \in e_{1},  \tag{3.1}\\
u\left(l_{1}\right)=1, u^{\prime}\left(l_{1}\right)=M_{11}(\lambda) .
\end{array}\right.
$$

On other boundary edges of the sheaf it solves the problems

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(x)+q(x) u(x)=\lambda u(x)  \tag{3.2}\\
u\left(l_{i}\right)=0, u^{\prime}\left(l_{i}\right)=M_{1 i}(\lambda)
\end{array} \quad, \quad x \in e_{i}, \quad i=2, \ldots, m_{0}\right.
$$

Since we know the potential on the edges $e_{1}, \ldots, e_{m_{0}}$, we can solve the Cauchy problems (3.1) and (3.2), and use the conditions (2.2), (2.3) at the internal vertex $v_{0}$ to recover $u(0, \lambda), u^{\prime}(0, \lambda)$ - the values of the solution and its derivative at the "new" boundary edge with the "new" boundary point $v_{0}$. Thus we obtain:

$$
\begin{aligned}
& \widetilde{M}_{00}(\lambda)=\frac{u^{\prime}(0, \lambda)}{u(0, \lambda)} \\
& \widetilde{M}_{0 i}(\lambda)=\frac{M_{1 i}(\lambda)}{u(0, \lambda)}, \quad i=m_{0}+1, \ldots m-1
\end{aligned}
$$

To find $\widetilde{M}_{i 0}(\lambda), i=m_{0}+1, \ldots, m-1$ we fix $\gamma_{i}, i \notin\left\{1, \ldots, m_{0}, m\right\}$ and consider the solution $u$ to (2.6) with the boundary conditions

$$
u\left(\gamma_{i}\right)=1, \quad u\left(\gamma_{j}\right)=0, \quad j \neq i
$$

The function $u$ solves the Cauchy problems on the edges $e_{1}, \ldots, e_{m_{0}}$ :

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(x)+q(x) u(x)=\lambda u(x)  \tag{3.3}\\
u\left(\gamma_{j}\right)=0, u^{\prime}\left(\gamma_{j}\right)=M_{i j}(\lambda)
\end{array}, \quad x \in e_{j}, \quad j=1, \ldots, m_{0}\right.
$$

Since we know the potential on the edges of the subgraph, we can solve the Cauchy problems (3.3) and use the conditions at the internal vertex $v_{0}$ to recover $u(0, \lambda), u^{\prime}(0, \lambda)$ - the values of solution and its derivative at the "new" boundary edge with the "new" boundary point $v_{0}$. On the subgraph $\widetilde{\Omega}$ the function $u$ solves equation (2.6) with the boundary conditions

$$
\begin{gathered}
u\left(\gamma_{i}\right)=1, \quad u\left(\gamma_{0}\right)=u(0, \lambda), \quad u\left(\gamma_{j}\right)=0, \quad j=m_{0}+1, \ldots, m \\
\gamma_{j} \neq \gamma_{i}, \quad \gamma_{j} \neq \gamma_{0}
\end{gathered}
$$

Thus we obtain the equalities

$$
\begin{gather*}
\widetilde{M}_{i 0}(\lambda)=u_{x}(0, \lambda)-u(0, \lambda) \widetilde{M}_{00}(\lambda)  \tag{3.4}\\
\widetilde{M}_{i j}(\lambda)=M_{i j}(\lambda)-u(0, \lambda) \widetilde{M}_{0 j}(\lambda) \tag{3.5}
\end{gather*}
$$

To recover all elements of the reduced matrix we need to use this procedure for all $i, j=m_{0}+1, \ldots, m-1$.

Thus using the described procedure we can identify a sheaf and recalculate the truncated TW-matrix for the new 'peeled' tree, i.e. a tree without this sheaf. Repeating the procedure sufficient number of times, we recover the topology of a tree and a potential.

## §4. Inverse Dynamical problem. REcovering the response operator for the peeled tree.

We assume that the boundary vertex $\gamma_{m}$ is a root of the tree. We put $\Gamma_{m}=\Gamma \backslash\left\{\gamma_{m}\right\}$ and consider the dynamical problem (2.9)-(2.12) on $\Omega$. The reduced response matrix function $\mathbf{R}(t)=\left\{R_{i j}(t)\right\}_{i, j=1}^{m-1}$ associated with boundary points from $\Gamma_{m}$ is constructed as in Section 1 and serves as inverse data.

We use the procedure described in $[3,5,6]$ to recover the potential and lengths on all boundary edges and determine all sheaves.

Take the sheaf consisting of the boundary vertices $\gamma_{1}, \ldots, \gamma_{m_{0}}$ from $\Gamma_{m}$, the corresponding boundary edges $e_{1}, \ldots, e_{m_{0}}$ and an internal edge $e_{m_{0}^{\prime}}$. We identify each edge $e_{i}, i=1, \ldots, m_{0}$, with the interval $\left[0, l_{i}\right]$ and the vertex $\gamma_{m_{0}^{\prime}}$, the internal vertex of the sheaf, - with the set of common
endpoints $x=0$. At this point it is convenient to renumerate the edge $e_{m_{0}^{\prime}}$ as $e_{0}$ and the vertex $\gamma_{m_{0}^{\prime}}$ as $\gamma_{0}$.

We call $\widetilde{\mathbf{R}}(t)$ the reduced response function associated with the new graph $\widetilde{\Omega}=\Omega \backslash \bigcup_{i=1}^{m_{0}}\left\{e_{i}, \gamma_{i}\right\}$ and with boundary points $\Gamma \backslash \bigcup_{i=1}^{m_{0}} \gamma_{i}$.

To recover the entries $\widetilde{R}_{0 i}(t), i=m_{0}+1, \ldots, m-1$, we consider the function $u^{\delta}$ to be the solution to the problem (2.9), (2.10), (2.11) with the boundary conditions

$$
u^{\delta}\left(\gamma_{1}, t\right)=\delta(t), \quad u^{\delta}\left(\gamma_{j}, t\right)=0, \quad j=2, \ldots, m
$$

Since we know the potential on the edges $e_{1}, \ldots, e_{m_{0}}$, we can evaluate $u^{\delta}$ on these edges by solving the wave equations on the corresponding edges with the known boundary data. Let us introduce the functions:

$$
\begin{aligned}
& F_{1}(t)=\delta(t), \quad F_{i}(t)=0, \quad i=2, \ldots, m_{0}, \quad t \in \mathbb{R}, \\
& R_{1}(t)=R_{11}(t), t>0, \quad R_{i}(t)=\left\{\begin{array}{ll}
0, & t<l_{1}+l_{i} \\
R_{1 i}(t), & t \geqslant l_{1}+l_{i},
\end{array} \quad i=2 \ldots, m_{0}\right.
\end{aligned}
$$

Then the function $u^{\delta}$ solves the following Cauchy problems on $e_{1}, \ldots, e_{m_{0}}$ :

$$
\begin{cases}l u_{t t}^{\delta}-u_{x x}^{\delta}+q(x) u^{\delta}=0, & x \in\left(0, l_{i}\right) \\ u^{\delta}\left(l_{i}, t\right)=F_{i}(t), & u_{x}^{\delta}\left(l_{i}, t\right)=R_{i}(t) \quad i=1 \ldots, m_{0} \\ u^{\delta}(x, 0)=0, & x \in\left(0, l_{i}\right),\end{cases}
$$

Using the compatibility conditions (2.10), (2.11) at the vertex $v_{0}$ we can find the values of $u^{\delta}(0, t)$ and $u_{x}^{\delta}(0, t)$ for $t>0$ at the "new" boundary edge $e_{0}$. We introduce the notations

$$
a(t):=u^{\delta}(0, t), \quad A(t):=u_{x}^{\delta}(0, t)
$$

where $a(t)=A(t)=0$ for $t<l_{1}$.
Let us now consider $u^{f}$ to be the solution to the problem (2.9), (2.10), (2.11) with the boundary conditions

$$
u^{f}\left(\gamma_{1}, t\right)=f(t), \quad u^{f}\left(\gamma_{j}, t\right)=0, \quad j=2, \ldots, m
$$

Due to Duhamel's principle, $u^{f}(\cdot, t)=\left(u^{\delta} * f\right)(\cdot, t)$, and at the "new" boundary vertex we have:

$$
u^{f}\left(\gamma_{0}, t\right)=a(t) * f(t)
$$

By the definitions of the response matrices $\mathbf{R}, \widetilde{\mathbf{R}}$, the following equalities are valid:

$$
\begin{array}{r}
\int_{0}^{t} R_{1 i}(s) f(t-s) d s=\int_{0}^{t} \widetilde{R}_{0 i}(s)[a * f](t-s) d s  \tag{4.1}\\
i=m_{0}+1, \ldots, m-1
\end{array}
$$

It was proved in [2] that the response operator $R^{T}$, known for sufficiently large $T$, uniquely determines the spectral data and the Titchmarsh-Weyl matrix function. 'Sufficiently large' means precisely that $T$ is not less than the time of exact controllability: $T \geqslant 2 \operatorname{dist}\left\{\gamma_{m}, \Gamma_{m}\right\}$. In [2] the inverse problem for the heat equation with the Neumann-to-Dirichlet data was studied, but the proof extends to our problem. Therefore, we assume below that all sums are finite, since we may consider the corresponding functions on finite time intervals.

We know (see, e.g. [3]) that $R_{1 i}(s), \widetilde{R}_{0 i}(s), i=m_{0}+1, \ldots, m-1$, and $a$ admit the following representations (we separate regular and singular parts):

$$
\begin{aligned}
R_{1 i}(s) & =r_{1 i}(s)+\sum_{n \geqslant 1} \alpha_{n} \delta^{\prime}\left(s-\beta_{n}\right),\left.\quad r_{1 i}\right|_{s \in\left(0, \beta_{1}\right)}=0 \\
a(s) & =\widetilde{a}(s)+\sum_{k \geqslant 1} \psi_{k} \delta\left(s-\varkappa_{k}\right),,\left.\quad \widetilde{a}\right|_{s \in\left(0, \varkappa_{1}\right)}=0, \varkappa_{1}=l_{1}, \\
\widetilde{R}_{0 i}(s) & =\widetilde{r}_{0 i}(s)+\sum_{l \geqslant 1} \phi_{l} \delta^{\prime}\left(s-\zeta_{l}\right),\left.\quad \widetilde{r}_{0 i}\right|_{s \in\left(0, \zeta_{1}\right)}=0 .
\end{aligned}
$$

In the above representations the function $\widetilde{r}_{b i}(s)$, and numbers $\psi_{l}$ and $\zeta_{l}$ are unknown and sequences $\beta_{n}, \varkappa_{n}, \zeta_{n}$ are strictly increasing. Plugging these representations to (4.1), we obtain the following expression for the left hand side of (4.1):

$$
\begin{equation*}
\int_{0}^{t} R_{1 i}(s) f(t-s) d s=\int_{0}^{t} r_{1 i}(s) f(t-s) d s-\sum_{n \geqslant 1} \alpha_{n} f^{\prime}\left(t-\beta_{n}\right) \tag{4.2}
\end{equation*}
$$

For the right hand side of (4.1) we have:

$$
\begin{array}{r}
\int_{0}^{t} \widetilde{R}_{0 i}(s)[a * f](t-s) d s=\int_{0}^{t} \widetilde{r}_{0 i}(s) \int_{0}^{t-s} \widetilde{a}(\tau) f(t-s-\tau) d \tau \\
+\sum_{k \geqslant 1} \psi_{k} \int_{0}^{t} \widetilde{r}_{0 i}(s) f\left(t-s-\varkappa_{k}\right) d s-\sum_{l \geqslant 1} \phi_{l} \int_{0}^{t-\zeta_{l}} \widetilde{a}^{\prime}(\tau) f\left(t-\zeta_{l}-\tau\right) d \tau \\
-\sum_{l \geqslant 1} \sum_{k \geqslant 1} \phi_{l} \psi_{k} f^{\prime}\left(t-\zeta_{l}-\varkappa_{k}\right) \tag{4.3}
\end{array}
$$

Equating singular parts of the integral kernels of (4.2) and (4.3), we obtain:

$$
\begin{equation*}
\sum_{n \geqslant 1} \alpha_{n} \delta^{\prime}\left(t-\beta_{n}\right)=\sum_{l \geqslant 1} \sum_{k \geqslant 1} \phi_{l} \psi_{k} \delta^{\prime}\left(t-\zeta_{l}-\varkappa_{k}\right) \tag{4.4}
\end{equation*}
$$

The equation (4.4) allows one to recover the unknown coefficients $\zeta_{l}$ and $\phi_{l}$. Equating the first terms in (4.4), we necessarily have that

$$
\beta_{1}=\zeta_{1}+\varkappa_{1}, \quad \alpha_{1}=\psi_{1} \phi_{1}
$$

and so,

$$
\zeta_{1}=\beta_{1}-\varkappa_{1}, \quad \phi_{1}=\frac{\alpha_{1}}{\psi_{1}}
$$

The fact that the set $\left\{\alpha_{1}, \beta_{1}\right\},\left\{\psi_{1}, \varkappa_{1}\right\}$ determines $\left\{\phi_{1}, \zeta_{1}\right\}$ we represent in the following form:

$$
\left\{\alpha_{k}, \beta_{k}\right\}_{k=1}^{N_{1}},\left\{\psi_{k}, \varkappa_{k}\right\}_{k=1}^{N_{1}} \Longrightarrow\left\{\phi_{1}, \zeta_{1}\right\}, \quad m_{1}=1, \quad N_{1}=m_{1}
$$

Considering the second term in the left hand side in (4.4), we compare $\beta_{2}$ and $\zeta_{1}+\varkappa_{2}$. We get the options:

1) In the case $\beta_{2} \neq \zeta_{1}+\varkappa_{2}$ we conclude that $\beta_{2}=\zeta_{2}+\varkappa_{1}$ and thus

$$
\zeta_{2}=\beta_{2}-\varkappa_{1}, \quad \phi_{2}=\frac{\alpha_{2}}{\psi_{1}}, \quad m_{2}=1
$$

2) In the case $\zeta_{1}+\varkappa_{2}=\beta_{2}$, but $\alpha_{2} \neq \phi_{1} \psi_{2}$ we have that $\zeta_{2}+\varkappa_{1}=$ $\zeta_{1}+\varkappa_{2}=\beta_{2}$ and $\alpha_{2}=\phi_{1} \psi_{2}+\phi_{2} \psi_{1}$, so

$$
\zeta_{2}=\beta_{2}-\varkappa_{1}, \quad \phi_{2}=\frac{\alpha_{2}-\phi_{1} \psi_{2}}{\psi_{1}}, \quad m_{2}=1
$$

3) In the case $\zeta_{1}+\varkappa_{2}=\beta_{2}$ and $\alpha_{2}=\phi_{1} \psi_{2}$ we need to consider the third term in the left hand side of (4.4) and compare $\beta_{3}$ with $\zeta_{1}+\varkappa_{3}$, using the same procedure.

Repeating this procedure sufficient number of times (say, $m_{2}$ ), we recover $\left\{\phi_{2}, \zeta_{2}\right\}$. Suppose that to recover $\left\{\phi_{2}, \zeta_{2}\right\}$ we used the coefficients $\left\{\alpha_{k}, \beta_{k}\right\}_{k=1}^{N_{2}},\left\{\psi_{k}, \varkappa_{k}\right\}_{k=1}^{N_{2}}$; we express this fact in the form

$$
\left\{\alpha_{k}, \beta_{k}\right\}_{k=1}^{N_{2}},\left\{\psi_{k}, \varkappa_{k}\right\}_{k=1}^{N_{2}} \Longrightarrow\left\{\phi_{k}, \zeta_{k}\right\}_{k=1}^{2}, \quad N_{2}=N_{1}+m_{2}
$$

Assume that we have already recovered $p$ pairs:

$$
\left\{\alpha_{k}, \beta_{k}\right\}_{k=1}^{N_{p}},\left\{\psi_{k}, \varkappa_{k}\right\}_{k=1}^{N_{p}} \Longrightarrow\left\{\phi_{k}, \zeta_{k}\right\}_{k=1}^{p}
$$

To recover $\left\{\phi_{p+1}, \zeta_{p+1}\right\}$ we need to apply the procedure described above: consider $N_{p}+1$-th term in the left hand side of (4.4) and compare $\beta_{N_{p}+1}$ with $\zeta_{p}+\varkappa_{N_{p}+1}$ to get the options:

1) If $\zeta_{p}+\varkappa_{N_{p}+1} \neq \beta_{N_{p}+1}$, then $\beta_{N_{p}+1}=\zeta_{p+1}+\varkappa_{N_{p}}$, thus

$$
\zeta_{p+1}=\beta_{N_{p}+1}-\varkappa_{N_{p}}, \quad \phi_{p+1}=\frac{\alpha_{N_{p}+1}}{\psi_{N_{p}}}, \quad m_{p+1}=1 .
$$

2) In the case $\beta_{N_{p}+1}=\zeta_{p}+\varkappa_{N_{p}+1}$, but $\alpha_{N_{p}+1} \neq \phi_{p} \psi_{N_{p}+1}$, we conclude that $\beta_{N_{p}+1}=\zeta_{p+1}+\varkappa_{N_{p}}=\zeta_{p}+\varkappa_{N_{p}+1}$ and $\alpha_{N_{p}+1}=$ $\phi_{p} \psi_{N_{p}+1}+\phi_{p+1} \psi_{N_{p}}$. Thus we get

$$
\zeta_{p+1}=\beta_{N_{p}+1}-\varkappa_{N_{p}}, \quad \phi_{p+1}=\frac{\alpha_{N_{p}+1}-\phi_{p} \psi_{N_{p}+1}}{\psi_{N_{p}}}, \quad m_{p+1}=1
$$

3) If $\zeta_{p}+\varkappa_{N_{p}+1}=\beta_{N_{p}+1}$ and $\alpha_{N_{p}+1}=\phi_{p} \psi_{N_{p}+1}$ we need to compare $\zeta_{p}+\varkappa_{N_{p}+2}$ with $\beta_{N_{p}+2}$ using the same procedure.
Repeating this procedure sufficient number of times (say, $m_{p+1}$ ), we recover $\left\{\phi_{p+1}, \zeta_{p+1}\right\}$. We write this in the form

$$
\left\{\alpha_{k}, \beta_{k}\right\}_{k=1}^{N_{p+1}},\left\{\psi_{k}, \varkappa_{k}\right\}_{k=1}^{N_{p+1}} \Longrightarrow\left\{\phi_{k}, \zeta_{k}\right\}_{k=1}^{p+1}, \quad N_{p+1}=N_{p}+m_{p+1}
$$

The more quadruplets $\{\beta, \varkappa, \alpha, \phi\}$ we know, the more pairs $\{\phi, \zeta\}$ we can evaluate. Certainly the number of quadruplets at our disposal depends on the time interval at which we know the inverse data. In the case when we know the response function on $(0,+\infty)$, using the procedure described above, we can recover $\left\{\phi_{k}, \zeta_{k}\right\}$ for arbitrary $k$.

Taking in (4.2), (4.3) $f(t)=\Theta(t)$ the Heaviside function, and equating the regular parts, we arrive at

$$
\begin{aligned}
\int_{0}^{t} r_{1 i}(s) d s= & \int_{l_{1}}^{t} \widetilde{r}_{0 i}(s) \int_{0}^{t-s} \widetilde{a}(\tau) d \tau d s \\
& \quad+\sum_{k \geqslant 1} \psi_{k} \int_{0}^{t-\varkappa_{k}} \widetilde{r}_{0 i}(s) d s-\sum_{l \geqslant 1} \phi_{l} \int_{0}^{t-\zeta_{l}} \widetilde{a}^{\prime}(\tau) d \tau
\end{aligned}
$$

Everywhere below we assume that all functions are extended to the interval $(-\infty, 0)$ by zero. Differentiating the last equality we get

$$
\begin{equation*}
r_{1 i}(t)=\int_{0}^{t} \widetilde{r}_{0 i}(s) \widetilde{a}(t-s) d s+\sum_{k \geqslant 1} \psi_{k} \widetilde{r}_{0 i}\left(t-\varkappa_{k}\right)-\sum_{l \geqslant 1} \phi_{l} \widetilde{a}^{\prime}\left(t-\zeta_{l}\right) \tag{4.5}
\end{equation*}
$$

We set $s:=t-\varkappa_{1}$ and rewrite (4.5) as

$$
\begin{align*}
& r_{1 i}\left(s+\varkappa_{1}\right)=\int_{0}^{s+\varkappa_{1}} \widetilde{r}_{0 i}(\tau) \widetilde{a}\left(s+\varkappa_{1}-\tau\right) d \tau+\psi_{1} \widetilde{r}_{0 i}(s)  \tag{4.6}\\
& \quad+\sum_{k \geqslant 2} \psi_{k} \widetilde{r}_{0 i}\left(s+\varkappa_{1}-\varkappa_{k}\right)-\sum_{l} \phi_{l} \widetilde{a}^{\prime}\left(s+\varkappa_{1}-\zeta_{l}\right) .
\end{align*}
$$

Let us introduce the number

$$
\alpha:=\min _{i \geqslant 1}\left(\varkappa_{i+1}-\varkappa_{i}\right)
$$

Notice that $\alpha$ is a positive number, since we are dealing with the problem on a finite time interval.

The integral equation (4.6) for the unknown function $\widetilde{r}_{m_{0}^{\prime} i}$ can be solved by steps:

1) On the interval $\left(0, \zeta_{1}\right)$ we have: $\widetilde{r}_{0 i}(s)=0$.
2) On the interval $\left(\zeta_{1}, \zeta_{1}+\alpha\right)$ equation (4.6) has the form

$$
\begin{gather*}
\int_{0}^{s+\varkappa_{1}} \widetilde{r}_{0 i}(\tau) \widetilde{a}\left(s+\varkappa_{1}-\tau\right) d \tau+\psi_{1} \widetilde{r}_{0 i}(s)=B(s)  \tag{4.7}\\
B(s)=r_{1 i}\left(s+\varkappa_{1}\right)+\sum_{l} \phi_{l} \widetilde{a}^{\prime}\left(s+\varkappa_{1}-\zeta_{l}\right)
\end{gather*}
$$

where $B(s)$ is known for $s \in\left(\zeta_{1}, \zeta_{1}+\alpha\right)$.
3) On the interval $\left(\zeta_{1}+\alpha, \zeta_{1}+2 \alpha\right)$ equation (4.6) has form (4.7) where

$$
B(s)=-\psi_{2} \widetilde{r}_{0 i}\left(s+\varkappa_{1}-\varkappa_{2}\right)+r_{1 i}\left(s+\varkappa_{1}\right)+\sum_{l \geqslant 1} \phi_{l} \widetilde{a}^{\prime}\left(s+\varkappa_{1}-\zeta_{l}\right)
$$

is known function on $\left(\zeta_{1}+\alpha, \zeta_{1}+2 \alpha\right)$.
4) On the interval $\left(\zeta_{1}+n \alpha, \zeta_{1}+(n+1) \alpha\right)$ equation (4.6) has form (4.7) where

$$
B(s)=-\sum_{k=2}^{n+1} \psi_{k} \widetilde{r}_{0 i}\left(s+\varkappa_{1}-\varkappa_{k}\right)+r_{1 i}\left(s+\varkappa_{1}\right)+\sum_{l \geqslant 1} \phi_{l} \widetilde{a}^{\prime}\left(s+\varkappa_{1}-\zeta_{l}\right)
$$

is known function on $\left(\zeta_{1}+n \alpha, \zeta_{1}+(n+1) \alpha\right)$.
To recover $\widetilde{R}_{00}(s)$ one need to use the following equation:

$$
\int_{0}^{t} \widetilde{R}_{00}(s)[a * f](t-s) d s=u_{x}^{f}\left(v_{m_{0}^{\prime}}, t\right)=[A * f](t)
$$

One need to repeat the procedure described above: write down the expansions for the $R_{00}(t), A(t), a(t)$ with singular and regular parts separated, determine the singular part and afterward, determine the regular part from corresponding integral equation.

To recover $\widetilde{R}_{i 0}(t)$, with $i$ fixed, $i=m_{0}+1, \ldots, m-1$ we consider $u^{f}$, the solution to the boundary value problem (2.9) with standard conditions at internal vertices $(2.10),(2.11)$ and the following boundary conditions:

$$
u^{f}\left(\gamma_{i}, t\right)=f(t), \quad u^{f}\left(\gamma_{j}, t\right)=0, \quad j=1, \ldots, m, j \neq i
$$

Using the fact that we know the potential on the edges $e_{1}, \ldots, e_{m_{0}}$, we can recover the solution to the problem above by solving the Cauchy problem for the wave equations on the corresponding edges with known boundary data. Indeed, let us introduce the functions:

$$
\begin{array}{r}
F_{k}(t)=0, \quad k=1, \ldots, m_{0}, \quad t \geqslant 0 \\
R_{k}(t)=\left[R_{i k} * f\right](t), \quad t \geqslant 0 .
\end{array}
$$

The function $u^{f}$ solves the following Cauchy problems on $e_{1}, \ldots, e_{m_{0}}$ :

$$
\begin{cases}u_{t t}^{f}-u_{x x}^{f}+q(x) u^{f}=0, & x \in\left(0, l_{k}\right), \\ u^{f}\left(\gamma_{i}, t\right)=F_{k}(t), & u_{x}^{f}\left(\gamma_{k}, t\right)=R_{k}(t) \quad k=1, \ldots, m_{0} \\ u(x, 0)=0, & x \in\left(0, l_{k}\right),\end{cases}
$$

Using the compatibility conditions (2.10), (2.11) at the vertex $v_{0}$ we find the values of $u^{f}(0, t)$ and $u_{x}^{f}(0, t)$ for $t>0$ at the new boundary vertex:

$$
a(t):=u^{f}(0, t), \quad A(t):=u_{x}^{f}(0, t) .
$$

Then using the definition of the response matrix (cf. (3.4)), we obtain the equalities

$$
\int_{0}^{t} \widetilde{R}_{i 0}(s) f(t-s) d s=A(t)-\left[R_{00} * a\right](t)
$$

These equations for $R_{i 0}$ can be analyzed using the procedure described above: we represent $\widetilde{R}_{i 0}(t), A(t)$ and $a(t)$ as sums of regular and singular parts, determine the singular parts of $R_{i 0}$ and then determine the regular parts from corresponding integral equations by steps.

Concluding this section, we state that using the described procedure one can identify a sheaf and recalculate the truncated response function for the new 'peeled' tree, i.e. a tree without this sheaf. Repeating the procedure sufficient number of times, we recover the topology of the tree, potential and the lengths of the edges.
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