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Abstract.
The article studies integral relations (error identities) that characterise distances between exact solutions

of nonlinear evolutionary problems and functions considered as approximations. The restrictions imposed on
such a function are minimal and actually come down to the condition that it belongs to the same functional
class as the generalized solution of the problem under consideration. Functional identities of this type
reflect the most general relations between deviations from exact solutions of parabolic initial boundary value
problems and those data that can be observed in a numerical experiment. The identities contain no mesh
dependent constants and are valid for any function in the admissible (energy) class regardless of the method
by which it was constructed. Therefore, they can serve as basic tools for deriving fully reliable a posteriori
estimates of approximation errors as well as for analysis of modeling errors. The corresponding examples are
discussed in the paper.
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1 Introduction
Traditionally, accuracy of approximate solutions is studied by error estimates derived for certain
error norms. A priori estimates operate with sequences of approximations and examine the question
in an asymptotic sense, assuming that all calculations in solving finite-dimensional problems are
performed absolutely exactly. A posteriori estimates follow another concept. They deal with a
particular numerical solution and may be focused on estimation of guaranteed error bounds or on
generation of suitable error indicators to be further used in mesh adaptive procedures. There is a
fairly large freedom in choosing a measure by which the accuracy of the approximate solution is
estimated. Some estimates operate with global (energy) norms while others use specially selected
(goal oriented) quantities or may be aimed at comparing local errors in different areas. The choice
of a measure depends on many factors and tasks posed by the researcher. However, there is a
class of error measures that are defined by the problem itself. They emerge in the so–called error
identities. Such an identity is derived by purely functional methods without using special features of
approximations and exact solutions (e.g., Galerkin orthogonality or extra regularity). It holds for
any function compared with the exact solution provided that the function belongs to an admissible
functional class. A practically useful identity must satisfy a number of additional requirements.

Consider an abstract boundary value problem Au = f generated by a continuous bounded
operator A : V → V ∗ where V is a reflexive Banach space and V ∗ is its dual. Let v ∈ V be an
approximation compared with the exact solution u. The problem of controlling the accuracy of
approximate solutions would be completely solved if we have the identity

µ(v, u) = F(v,D) ∀v ∈ V, (1.1)

where µ(v, u) is a suitable measure of the error (which tends to zero if v tends to u in V ), D is the
set of problem data (domain, coefficients, boundary conditions, known parameters etc.), and the
functional F is computable. However, getting (1.1) with the above indicated properties may be a
very difficult task. For example, the identity

‖Ae‖V = ‖R(v)‖V ∗ , R(v) := Av − f, e := v − u (1.2)

holds for a linear operator A. The difficulty lies in the fact that the right side of (1.2) is represented
by the norm, which may be practically incomputable. For example, if V is the Sobolev space

◦
H1(Ω)),

then the space V ∗ = H−1(Ω) has the norm defined as supremum over infinite amount of functions.
Therefore, the identity (1.1) should be treated as a theoretical fact rather than a tool for direct
computations.

Difficulties of another kind may appear if one tries to obtain easily computable identities and error
estimates by changing V ∗ to a space containing more regular functions. They arise in connection
with a quite natural requirement: the norm of R(v) used in error relations must be consistent with
standard properties of approximation sequences (that follow from the classical a priori convergence
theory, e.g., see [1, 3, 6]). This requirement imposes certain restrictions that "simple" relations often
violate. An example of this kind gives the identity ‖∆e‖Ω = ‖∆v + f‖, which is easy to deduce for
the problem ∆u+ f = 0 in a bounded Lipschitz domain Ω with the boundary condition u = 0 on
∂Ω. Regrettably, for a sequence {vk} converging to u in the energy space

◦
H1(Ω) such an identity is

useless even if u and vk possess extra differentiability. Analogous relations involving strong norm of
the residual R(v) can be derived for various linear problems, e.g., for the parabolic heat equation.
In this paper, we investigate computable error relations that hold for the widest possible class of
approximate solutions, and therefore identities and estimates of such a type are excluded from the
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consideration. Instead, we try to keep a proper balance between the regularity and computability
conditions.

There is one more reason why practically useful identities have forms that differ from (1.1).
Modern numerical methods are often based on advanced posings of boundary value problems, where
the solution is understood as a set of two (or more) functions. For example, mixed methods operate
with a pair of functions (u, p∗) ∈ V × Y ∗, where Y ∗ is an (energy) space introduced for the second
component. Thus, the solution consists of the primal and dual components u and p∗, respectively.
Practically useful error identities must be well adapted to these and others advanced approximations
of PDEs. Let v ∈ V and y∗ ∈ Y ∗ are approximations of v and p∗, respectively. Then, instead of (1.1)
we need the identity

µ(v, y∗;u, p∗) = F(v, y∗,D), (1.3)

where µ(v, y∗;u, p∗) ≥ 0 is a measure of the distance between (v, y∗) and (u, p∗). The functional F
depends on the approximations v and y∗ (which are supposed to be known) and problem data D.
The measure continuously depends on v and y∗ (in the topology of V and Y ∗, respectively) and
vanishes if and only if v = u and y∗ = p∗. For elliptic boundary value problems error identities of the
type (1.3) have been deduced for a class of variational problems

inf
v∈V

J(v), J(v) = G(Λv) + F (v) (1.4)

by the method suggested in [14, 15]. In (1.4), G and F are convex l.s.c. functionals and Λ is a
bounded linear operator. The problem (1.4) includes a wide range of boundary value problems and
variational inequalities of elliptic type. The corresponding error identity has the general form (2.19).
The book [17] contains detailed analysis of error identities for elliptic boundary value problems and
their applications to evaluation of modeling and approximation errors.

In the paper, we consider initial boundary value problems associated with the equation

ut +A(u) = f, (1.5)

where A(u) = −divp∗ + σ and p∗ and σ are defined as subdifferentials of certain convex potentials.
In this case, A is a maximal monotone operator. Correctness of problems with monotone operators is
based on the Browder–Minty theorem. For parabolic equations with monotone differential operators,
existence of generalized solutions is well established (e.g., see [2, 4, 10, 18]). Our goal is to derive
functional error identities for problems of the class (1.5) and study their implications.

In short, the outline of the paper is as follows. Section 2 contains preliminary results related
to convex analysis and monotone operators. The main error identity is established in Section 3
(Theorem 1). Examples associated with various evolutionary problems are considered in Section
4. Here, together with error identities we also discuss estimates that follow from these identities.
The next section 5 is devoted to numerical verification of identities and estimates. Numerical tests
confirm that the identities hold for various approximations regardless of their origin and closeness
to the exact solution. Finally, in section 6 we discuss applications of error identities to analysis of
modeling errors generated by simplification of coefficients and changing the initial condition.

2 Preliminaries

2.1 Compound functionals
Let X be a reflexive Banach space and X∗ denote the space conjugate to X with the product
operation < x∗, x >∈ R for x ∈ X and x∗ ∈ X∗. A convex l.s.c. functional Φ : X → R has a
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counterpart Φ∗ : X∗ → R defined by the relation

Φ∗(x∗) := sup
x∈X
{ < x∗, x > −Φ(x) },

which is called the Fenchel conjugate to Φ. The pair of functionals Φ and Φ∗ generates the compound
functional

DΦ (x, x∗) := Φ(x) + Φ∗(x∗)− < x∗, x > .

It is easy to see that

DΦ (x, x∗) ≥ 0 ∀ x ∈ X, x∗ ∈ X∗. (2.1)

An important property of this functional is (e.g., see [9])

DΦ(x, x∗) = 0 ⇔ x∗ ⊂ ∂Φ(x) and x ⊂ ∂Φ∗(x∗). (2.2)

If Φ (resp. Φ∗) is Gateaux differentiable, then the subdifferential inclusion in (2.2) is replaced by a
simpler relation x∗ = Φ′(x) (resp. x = Φ∗′(x∗)), where prime denotes the derivative. If X is a Hilbert
space and Φ(x) = 1

2‖x‖
2
X , then Φ∗(x∗) = 1

2‖x
∗‖2X∗ and (since X and X∗ are isomorphic) we may

write the compound functional in the form DΦ(x, x∗) = 1
2‖x− x

∗‖2X . Due to this fact squared norms
play the role of natural error measures for many linear problems associated with Euler equations for
quadratic energy functionals.

Lemma 1 Let Φ and Φ̂`∗ be two convex functionals that differ by a linear functional `∗ ∈ X∗, i.e.

Φ̂(x) = Φ(x)+ < `∗, x > ∀x ∈ X.

Then for any x ∈ X and x∗ ∈ X∗, it holds

DΦ̂(x, x∗) = DΦ(x, x∗ − `). (2.3)

Proof. We have

Φ̂(x∗) = sup
x
{< (x∗ − `∗), x > −Φ(x)} = Φ∗(x∗ − `∗).

Hence

DΦ̂(x, x∗) = Φ̂(x) + Φ̂∗(x∗)− < x∗, x >= Φ(x) + Φ∗(x∗ − `∗)− < x∗ − `∗, x >= DΦ(x, x∗ − `∗).

2

Lemma 2 Let η ∈ X and η∗ ∈ X∗ satisfy the relation DΦ(η, η∗) = 0. Then for any x ∈ X and
x∗ ∈ X∗ it holds

DΦ(x, x∗) = DΦ(x, η∗) +DΦ(η, x∗)+ < η∗ − x∗, x− η > . (2.4)

Proof. Using (2.4), we can rewrite DΦ(x, x∗) as follows:

DΦ(x, x∗) = Φ(x) + Φ∗(x∗)− < x, x∗ >

= Φ(η) + Φ∗(x∗)− < x∗, η > +Φ(x) + Φ∗(η∗)− < η∗, x > + < x∗, η >

+ < η∗, x > − < η, η∗ > − < x, x∗ >

= DΦ(η, x∗) +DΦ(x, η∗)+ < η∗ − x∗, x− η > .

2
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2.2 Notation and nomenclature
Throughout the paper Ω denotes a bounded set in Rd (d ≥ 1) with a Lipshitz boundary Γ, V (Ω)
denotes a reflexive Banach space of functions defined in Ω, and V0 is a subspace of V containing the
functions vanishing on Γ. It is assumed that V ⊂ V , where V is a Banach space with the norm ‖ · ‖V
and V is compactly embedded in V. The spaces V ∗ and V∗ are dual to V0 and V, respectively. We
assume that the norms ‖ · ‖V and ‖ · ‖V∗ are of integral type (computable). If ζ∗ ∈ V∗ ⊂ V ∗ then the
product 〈ζ∗, ζ〉 can be expressed by the integral

∫
Ω
ζ∗ζdx.

For vector valued functions, we introduce another triple of spaces Y ⊂ U ⊂ Y ∗, where Y ∗ is the
corresponding dual space and U := L2(Ω,Rd). In particular, Y contains ∇v for any v ∈ V . The
pairing of y and y∗ is denoted by (·, ·)Ω. It can be also written as the integral

∫
Ω
y · y∗ dx provided

that the components possess necessary integrability. The operator of spatial divergence is defined as
an element of V ∗ such that

(y∗,∇w)Ω + 〈divy∗, w〉 = 0 ∀w ∈ V0. (2.5)

Let the operator A be defined by the identity

〈A(u), w〉 = (p∗,∇w)Ω + 〈σ,w〉 ∀w ∈ V0, (2.6)

where p∗ and σ satisfy the relations

DG(∇u, p∗) = G(∇u) +G∗(p∗)− (p∗,∇u)Ω = 0, (2.7)
DR(u, σ) = R(u) +R∗(σ)− 〈σ, u〉 = 0 (2.8)

and the functionals G : Y → R and R : V → R have the form

G(y) =
∫
Ω

g(y)dx and R(u) :=
∫
Ω

ρ(u)dx, (2.9)

where g and ρ are convex functions and G(y)→ +∞ as ‖y‖Y → +∞. Henceforth, we assume that

‖w‖V ≤ C(Ω)‖∇w‖Y ∀w ∈ V0, (2.10)

where C(Ω) > 0, so that the functional G(∇w) is coercive on V0(Ω).
For simplicity we assume that g and ρ do not depend on t, so that the operator A also do not

depend on t. However, this restriction is not related to principal difficulties and the results discussed
below can be extended to a wider class of problems with time–dependent coefficients.

It is easy to see that (2.7) defines a constitutive relation that relates ∇u and the flux p∗ (cf. (2.2)).
Indeed, since g(∇u) + g∗(p∗)−∇u · p∗ ≥ 0 (2.7) means that

g(∇u) + g∗(p∗)−∇u · p∗ = 0 for a.e. x ∈ Ω. (2.11)

If g is differentiable, then (2.11) amounts p∗ = g′(∇u). In particular, if g(y) = 1
2 |y|

2, then we arrive
at the linear model with the simplest diffusion law p∗ = ∇u.

Analogously, the condition (2.8) defines properties of the lower term, which in physical models
often reflects generated by chemical reactions. It means that σ ∈ ∂ρ(u), if ρ is differentiable, then
(2.8) yields the relation σ = ρ′(u).
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Lemma 3 Let u1, u2 ∈ V , σ1, σ2 ∈ V ∗, and p∗1, p∗2 ∈ Y ∗ satisfy the relations

DG(∇ui, p∗i ) = 0 and DR(ui, σi) = 0 i = 1, 2. (2.12)

Then

〈A(u1)−A(u2), u1 − u2〉 = DG(∇u1, p
∗
2) +DG(∇u2, p

∗
1) +DR(u1, σ2) +DR(u2, σ1). (2.13)

Proof. We have

〈A(u1)−A(u2), u1 − u2〉 = (p∗1 − p∗2,∇(u1 − u2))Ω + 〈σ1 − σ2, u1 − u2〉 . (2.14)

In view of (2.12), the right hand side of (2.14) has the form∫
Ω

(g(∇u1) + g∗(p∗1) + g(∇u2) + g∗(p∗2)−∇u1 · p∗2 −∇u2 · p∗1)dx

+
∫
Ω

(ρ(u1) + ρ∗(σ1) + ρ(u2) + ρ∗(σ2)− u1σ2 − u2σ1)dx

and coincides with the right hand side of (2.13). The relation (2.13) shows that the operator A is
monotone (cf. (2.1)). 2

2.3 Error identities for nonlinear elliptic problems
Error identities of the type (1.3) have beed deduced for a class of variational problems

inf
v∈V

J(v), J(v) = G(Λv) + F (v) (2.15)

generated by convex l.s.c. functionals G and F (see [14, 15, 17]). It includes a wide range of boundary
value problems and variational inequalities of elliptic type. The corresponding dual problem has the
form

sup
y∗∈Y ∗

I∗(y∗), I∗(y∗) = −G∗(y∗)− F ∗(Λ∗y∗). (2.16)

If u and p∗ are the solutions of (2.15) and (2.16), respectively, then J(u) = I∗(p∗) and (e.g., see [9])

G(Λu) +G∗(p∗)− (p∗,Λu)Ω = 0, (2.17)
F (u) + F ∗(−Λ∗p∗) + 〈Λ∗p∗, u〉 = 0. (2.18)

For this class of problems, the identity (1.3) is known (see [14] and Chapter 3 of the book [17]). For
example, if Λv := ∇v and Λ∗y∗ = −divy∗, then the identity is

µ(v, u) + µ∗(y∗, p∗) = DG(∇v, y∗) +DF (v,divy∗). (2.19)

where

µ(v, u) := DG(∇v, p∗)+DF (v,divp∗) and µ∗(y∗, p∗) := DG(∇u, y∗)+DF (u,divy∗).

are nonnegative measures that vanish if v = u and y∗ = p∗ (this fact follows from (2.17) and (2.18)).
The converse is also true.
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Lemma 4 If µ(v, u) = 0, then v is a minimizer of (2.15). If µ∗(y∗, p∗) = 0 then p∗ is a maximizer of
(2.16).

Proof. If µ(v, u) = 0, then

0 = G(∇v) +G∗(p∗)− (p∗,∇v) = G(∇v)−G(∇u)− (p∗,∇(v − u))Ω, (2.20)
0 = F (v) + F ∗(divp∗)− 〈divp∗, v〉 = F (v)− F (u)− 〈divp∗, v − u〉 . (2.21)

Adding (2.20) and (2.21), we find that

G(∇u) + F (u) = G(∇v) + F (v),

i.e., v is a minimizer.
Analogously, the condition µ∗(y∗,∇u) = 0 implies the identities

0 = G∗(y∗)−G∗(p∗)− (y∗ − p∗,∇u), (2.22)
0 = F (u) + F ∗(divy∗)− 〈divy∗, u〉 = F ∗(divy∗)− F ∗(divp∗)− 〈div(y∗ − p∗), u〉 . (2.23)

From (2.22) and (2.23) it follows that G∗(p∗)+F ∗(divp∗) = G∗(y∗)+F ∗(divy∗). Taking into account
(2.16), we conclude that y∗ is a maximizer of (2.16). 2
Lemma 4 shows that µ(v, u) + µ∗(y∗, p∗) can be viewed is a natural measure of the distance between
the pair of approximations (v, y∗) and the pair of exact solutions (u, p∗). The identity (2.19) holds
for any v ∈ V and y∗ ∈ Y ∗ and its right hand side contains only known data and approximations v
and y∗. Below we deduce similar identities for evolutionary problems generated by monotone spatial
operators.

3 Error identities for a class of evolutionary problems

3.1 The problem
Consider the following class of initial boundary value problems:

ut +A(u) = f in QT , (3.1)
u(x, t) = 0 on ST , (3.2)
u(x, 0) = u0(x). (3.3)

Here QT := (0, T )× Ω is the space–time cylinder, ST := (0, T )× Γ, and the spatial operator A is
defined by the relations (2.6), (2.7), and (2.8). For the functions in QT , we use the following Bochner
spaces

V(QT ) := Lq((0, T );V (Ω)), V0(QT ) := Lq((0, T );V0(Ω)),
V∗(QT ) := Lq

∗((0, T );V ∗(Ω)), Ṽ∗(QT ) := Lq
∗
((0, T );V∗) ⊂ V∗(QT ),

where q > 1 and q∗ = q
q−1 . For fluxes, we introduce the space

Y∗(QT ) := {y∗ = Lq
∗
((0, T ), Y ∗(Ω)) | divy∗ ∈ V∗(QT )}

and its subspace
Ỹ∗(QT ) := {y∗ ∈ Lq

∗
((0, T ), Y ∗(Ω)) | divy∗ ∈ Ṽ∗(QT )}.
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Multiplying (3.1) by the test function and recalling (2.6), we define a generalised solution of the
problem (3.1)–(3.3) as the function u ∈ V(QT ), ut ∈ V∗(QT ) such that

T∫
0

(〈ut, w〉+ (p∗,∇w)Ω + 〈σ − f, w〉)dt = 0 ∀w ∈ V0(QT ), (3.4)

which holds together with the relations (2.7) and (2.8). Using them, and (3.4) with w = u, we obtain
the evolutional variational inequality

T∫
0

(
〈ut, w − u〉+G(∇w)−G(∇u) +R(w)−R(u)

)
dt ≥

T∫
0

〈f, w − u〉 dt ∀w ∈ V0(QT ), (3.5)

where u(x, t) is subject to the initial condition (3.3).
Evolutionary problems with monotone spatial operators are well studied (e.g., see [2, 7, 10, 12, 18])

Henceforth, we assume that the problem (3.5) has a unique solution u ∈ V0(QT ) and the relations
(2.7) and (2.8) uniquely define p∗ ∈ Y∗(QT ) and σ ∈ V∗(QT ).

3.2 The main error identity
Theorem below presents the main error identity that holds for approximations v, y∗, and τ of u, p∗,
and σ, respectively.

Theorem 1 For (v, y∗, τ) ∈ H(QT ) := V0(QT )× Y∗(QT )× V∗(QT ) it holds

T∫
0

(
µ(v, y∗, τ ;u, p∗, σ) + 〈et, e〉

)
dt =

T∫
0

(
DG(∇v, y∗) +DR(v, τ)− 〈R(y∗, τ, v), e〉

)
dt, (3.6)

where
R(y∗, τ, v) := divy∗ − τ + f − vt

and

µ(v, y∗, τ ;u, p∗, σ) := DG(∇u, y∗)+DG(∇v, p∗) +DR(u, τ) +DR(v, σ).

Proof. In view of Lemma 2,

T∫
0

DG(∇v, y∗)dt =
T∫

0

(
DG(∇v, p∗) +DG(∇u, y∗) + (p∗ − y∗,∇(v − u))Ω

)
dt (3.7)

and
T∫

0

DR(v, τ)dt =
T∫

0

(
DR(v, σ) +DR(u, τ) + 〈σ − τ, v − u〉

)
dt. (3.8)

Consider the integral

I(e) :=
T∫

0

((p∗ − y∗),∇e)Ω + 〈σ − τ, e〉 dt.
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Since e ∈ V0(QT ), we use (3.4) and find that

T∫
0

(
(p∗,∇e)Ω + 〈σ, e〉

)
dt =

T∫
0

〈f − ut, e〉 dt.

By this relation and (2.5), we reform the integral as follows:

I(e) =
T∫

0

〈divy∗ − τ + f − vt, e〉 dt+
T∫

0

〈et, e〉 dt. (3.9)

Summation of (3.7) and (3.8) yields

T∫
0

DG(∇v, y∗)dt+
T∫

0

DR(v, τ)dxdt = µ(v, y∗, τ ;u, p∗, σ) + I(e).

and using (3.9) we get (3.6). 2

Theorem 1 presents the most general form of the identity. Let f ∈ Ṽ∗(QT ) and other data of the
problem be sufficiently regular so that

σ, ut ∈ Ṽ∗(QT ), p∗ ∈ Ỹ∗(QT ). (3.10)

Consider approximations that possess the same properties, i.e., τ, vt ∈ Ṽ∗(QT ) and y∗ ∈ Ỹ∗(QT ). In
this case, the product 〈R(y∗, τ, v), e〉 is expressed via the integral

∫
Ω
R(y∗, τ, v) e dx and

T∫
0

〈et, e〉 dt =
T∫

0

∫
Ω

et e dxdt.

Since et ∈ Ṽ∗(QT ) we have ∫
QT

|et e| dxdt ≤ ‖et‖Ṽ∗‖e‖Ṽ < +∞.

Hence using the Fubini’s theorem, we find a more transparent presentation of the term

T∫
0

〈et, e〉 dt =
T∫

0

∫
Ω

ete dxdt

=
∫
Ω

T∫
0

1
2
d

dt
e2 dxdt− 1

2

[
‖e(·, T )‖2Ω − ‖e(·, 0)‖2Ω

]
=: 1

2
[
[ ‖e‖2Ω ]

]T
0 .
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Now the main error identity (3.6) is written in terms of Lebesgue integrals:

T∫
0

µ(v, y∗, τ ;u, p∗, σ)dt+ 1
2
[
[ ‖e‖2Ω ]

]T
0

=
T∫

0

(
DG(∇v, y∗) +DR(v, τ)

)
dt−

∫
Ω

R(y∗, τ, v)e dxdt. (3.11)

The last integral in (3.11) can be excluded if we set

τ = τf := divy∗ + f − vt.

Then, the error identity reads

T∫
0

(
DG(∇u, y∗)+DG(∇v, p∗) +DR(u, τf ) +DR(v, σ)

)
dt+ 1

2
[
[ ‖e‖2Ω ]

]T
0

=
T∫

0

(DG(∇v, y∗) +DR(v, τf ))dt, (3.12)

where
DR(v, τf ) =

∫
Ω

(ρ(v) + ρ∗(divy∗ + f − vt)− v(divy∗ + f − vt))dx.

Notice that the right hand side of (3.12) contains only approximations and known data and, therefore,
is directly computable. It vanishes if

divy∗ + f − vt ∈ ∂ρ(v) for a.e. t ∈ [0, T ] and DG(∇v, y∗) = 0,

what implies v = u and y∗ = p∗.

3.3 Comments
1. For v = 0, y∗ = 0, and τ = 0, (3.11) is reduced to the identity

T∫
0

(
G(∇u) +G∗(p∗) +R(u) +R∗(σ)

)
dxdt+ 1

2
[
[ ‖u‖2Ω ]

]T
0 =

∫
Ω

fu dxdt.

Using (2.7) and (2.8) we rewrite it in the form∫
QT

(
p∗ · ∇u+ σu

)
dxdt+ 1

2
[
[ ‖u‖2Ω ]

]T
0 =

∫
Ω

fu dxdt. (3.13)

Since p∗ = p∗(u) and σ = σ(u) this is a form of the energy balance identity for the exact solution u.
For example, if p∗ and σ are defined by (4.1) and (4.2), then we arrive at the identity∫

QT

(
A∇u · ∇u+ uρ′(u)

)
dxdt+ 1

2
[
[ ‖u‖2Ω ]

]T
0 =

∫
Ω

fu dxdt,

11



which is the well known energy balance relation (e.g., see §3 of Ch. 3 in [11]). The identity, (3.6)
reflects a more general form of balance that holds for all energy admissible deviations from the exact
solution. It implies (3.13) as a rather special case.

2. It is worth discussing the identity (3.12) from one more side. Adaptive approaches to
solving boundary value problems arose as a successful computational technology (e.g., see [8]) whose
effectiveness has been confirmed by a huge number of experiments. At present, the adaptivity concept
is increasingly acquiring the form of a complete mathematical theory (a unified approach and many
related references can be found in [5]). Error identities naturally fit this concept and generate error
indicators to be used in adaptive computations. Indeed, the integrand of the right side of (3.12) is a
function of x and t. Since (3.12) is an identity, this is exactly the function that should be used as an
error indicator if the goal is to minimize the measure in the left side of (3.12). In other words, correct
error indicators automatically follow from (3.12) and its particular forms (4.5), (4.11), and (4.19).
Examples of using this type error indicators are presented in [13], where error identities and related
a posteriori estimates are discussed in the context of IgA approximations of parabolic problems.

3. If ρ = 0, then the reaction term vanishes, so that formally σ = 0. Error identities for this
case has been earlier derived and studied in [16]. Also, they follow from Theorem 1. Notice that
DR(v, τ) = 0 if τ = 0 and DR(v, τ) = +∞ in all other cases. Hence both sides of (3.11) are finite
provided that τ = 0 and we arrive at the identity

T∫
0

(
DG(∇u, y∗) +DG(∇v, p∗)

)
dt+ 1

2
[
[ ‖e‖2Ω ]

]T
0

=
T∫

0

(
DG(∇v, y∗)−

∫
Ω

(divy∗ + f − vt)e dx
)
dt. (3.14)

Using Lemma 1, we can rewrite (3.12) in terms of the functional F (u) := R(u)− 〈f, u〉. Since

DR(v, τf ) = DF (v, τf − f) and DR(u, τf ) = DF (u, τf − f),

we have

T∫
0

(
DG(∇u, y∗)+DG(∇v, p∗) +DF (u,divy∗ − vt) +DF (v,divp∗ − ut)

)
dt

+ 1
2
[
[ ‖e‖2Ω ]

]T
0 =

T∫
0

(
DG(∇v, y∗) +DF (v,divy∗ − vt)

)
dt. (3.15)

This identity can be regarded as a natural generalization of (2.19) to the class of initial boundary
value problems.

4 Examples
1. Linear diffusion problem with nonlinear reaction term. Let f ∈ L2(Ω), g(y) = 1

2Ay · y, where A is
a symmetric positive definite matrix with bounded coefficients aij(x) such that

c1|ζ|2 ≤ |ζ|2A := Aζ · ζ ≤ c2|ζ|2 ∀ζ ∈ Rd

12



for some c2 ≥ c1 > 0. Next, let ρ be a convex function such that ρ(0) = 0 and ρ(v) ≤ γ1|v|ν + γ2,
where ν ∈ [1, 2d

d−2 ), γ1, γ2 ∈ R, and γ1 > 0. This choice of g and ρ leads to a problem with linear
diffusion and nonlinear reaction. If ρ is a differentiable function, then (3.1)–(3.3) reads

ut − divp∗ + ρ′(u) = f, (4.1)
p∗ = A∇u, (4.2)
u(x, t) = 0 on ST , u(x, 0) = u0(x). (4.3)

In this case, V = H1(Ω), V = L2(Ω), V ∗ = H−1(Ω), V(QT ) = L2((0, T );V ), V∗(QT ) = L2((0, T );H−1(Ω)),
and Ṽ∗(QT ) = L2((0, T ),V(Ω)). Let τ, vt ∈ Ṽ∗(QT ) and y∗ ∈ Ỹ∗(QT ). Then

DG(∇v, p∗) = 1
2

∫
Ω

|∇(v − u)|2Adx, DG(∇u, y∗) = 1
2

∫
Ω

|∇(v − u)|2A−1dx,

and the identity (3.11) reads∫
QT

(1
2 |∇e|

2
A + 1

2 |e
∗|2A−1 +Dρ(v, σ) +Dρ(u, τ)

)
dxdt+ 1

2
[
[ ‖e‖2Ω ]

]T
0

=
∫
QT

(1
2 |y
∗ −A∇v|2A−1 +Dρ(v, τ)−R(y∗, τ, v)edx

)
dxdt, (4.4)

where Dρ(v, τ) := ρ(v) +ρ∗(τ)−vτ . The first and the second terms in the right hand side of (4.4) are
directly computable, but the last term contains unknown function e. This difficulty can be overcome
by different methods.

If we set τ = τf := divy∗ + f − vt, then R(y∗, τf , v) = 0 and (4.4) is transformed into the identity∫
QT

(1
2 |∇e|

2
A + 1

2 |e
∗|2A−1 +Dρ(v, σ) +Dρ(u, τf )

)
dxdt+ 1

2
[
[ ‖e‖2Ω ]

]T
0

=
∫
QT

(1
2 |y
∗ −A∇v|2A−1 +Dρ(v, τf )

)
dxdt, (4.5)

whose right hand side is directly computable.
Another option is to use the estimate

2

∣∣∣∣∣∣
∫
Ω

R(y∗, τ, v)edx

∣∣∣∣∣∣ ≤
∫
Ω

(
1
β(t)

C2
Ω
c1
|R(y∗, τ, v)|2 + β(t)|∇e|2A

)
dx (4.6)

with a positive function β(t). Then (4.4) implies fully computable two sided estimates∫
QT

(
(1− β) |∇e|2A + |e∗|2A−1 + 2Dρ(v, σ) + 2Dρ(u, τ)

)
dxdt+

[
[ ‖e‖2Ω ]

]T
0

≤
∫
QT

(
|y∗ −A∇v|2A−1 + 2Dρ(v, τ) + C2

Ω
c1β
|R(y∗, τ, v)|2

)
dxdt (4.7)
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and∫
QT

(
(1 + β) |∇e|2A + |e∗|2A−1 + 2Dρ(v, σ) + 2Dρ(u, τ)

)
dxdt+

[
[ ‖e‖2Ω ]

]T
0

≥
∫
QT

(
|y∗ −A∇v|2A−1 + 2Dρ(v, τ)− C2

Ω
c1β
|R(y∗, τ, v)|2

)
dxdt (4.8)

In (4.7) 0 < β ≤ 1 and in (4.8) β is any positive function. The freedom to choose this function can
be used to optimize the estimates.

2. Obstacle problem Another example is related to the problem ut − divA∇u = f with two
obstacles. Let ϕ(x) and ψ(x) be two given functions in H2(Ω) such that

ψ(x) > ϕ(x), ϕ(x) ≤ 0, ψ(x) ≥ 0 ∀x ∈ Ω.

We set V = H1(Ω), V0 =
◦
H1(Ω), V = L2(Ω), and define

Kϕψ := {v ∈ V0(QT ) | ϕ(x) ≤ v(x, t) ≤ ψ(x)}.

In this case, the functionals R and R∗ have the forms

R(v) :=
{

0 if v ∈ Kϕψ,
+∞ else , R∗(τ) =

∫
Ω

(
(τ)+ ψ − (τ)− ϕ

)
dx,

where (τ)+ := max{0, τ} and (τ)− := −min{0, τ} and (3.5) is reduced to the parabolic variational
inequality ∫

QT

(
ut(w − u) +A∇u · ∇(w − u)

)
dxdt ≥

∫
QT

f(w − u)dxdt ∀w ∈ Kϕψ. (4.9)

Since τv =
(

(τ)+ − (τ)−
)
v, we find that

DR(v, τ) =
{ ∫

Ω
Dϕψ(v, τ)dx if v ∈ Kϕψ,

+∞ if v 6∈ Kϕψ,
Dϕψ(v, τ) := (τ)+(ψ − v) + (τ)−(v − ϕ).

Notice that DR(v, τ) ≥ 0 and the relation DR(v, τ) = 0 means that τ and v ∈ Kϕψ satisfy the
relations:

τ = 0 if (x, t) ∈ QvT,0 := {(x, t) ∈ QT | ϕ(x) < v(x, t) < ψ(x)},
(τ)+ = 0 if (x, t) ∈ QvT,ϕ := {(x, t) ∈ QT | ϕ(x) = v(x, t)},
(τ)− = 0 if (x, t) ∈ QvT,ψ := {(x, t) ∈ QT | ψ(x) = v(x, t)}.

Here QvT,ϕ and QvT,ψ are the upper and lower coincidence sets defined by the function v(x, t). If v is
the solution u, then they coincide the exact coincidence sets.

For v ∈ Kϕψ the identity (3.11) reads∫
QT

(1
2 |∇e|

2
A + 1

2 |e
∗|2A−1 +Dϕψ(u, τ) +Dϕψ(v, σ)

)
dxdt+ 1

2
[
[ ‖e‖2Ω ]

]T
0

=
∫
QT

(
|A∇v − y∗|2A−1 +Dϕψ(v, τ)−R(y∗, τ, v)e

)
dxdt. (4.10)
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Setting τ = τf := divy∗ + f − vt = 0 in (4.10), we obtain the identity∫
QT

(1
2 |∇e|

2
A + 1

2 |e
∗|2A−1 +Dϕψ(u, τf ) +Dϕψ(v, σ)

)
dxdt+ 1

2
[
[ ‖e‖2Ω ]

]T
0

=
∫
QT

(
|A∇v − y∗|2A−1 +Dϕψ(v, τf )

)
dxdt, (4.11)

which is a form of (3.12) for the obstacle problem. The left hand side of (4.11) consists of nonnegative
quantities and the right hand side contains only know functions and, therefore, it is computable.
Assume that the right hand side is equal to zero. Then

y∗ = A∇v and Dϕψ(v, τf ) = 0.

The latter equality means that

divy∗ + f − vt = 0 if (x, t) ∈ QvT,0,
divy∗ + f − vt ≥ 0 if (x, t) ∈ QvT,ψ,
divy∗ + f − vt ≤ 0 if (x, t) ∈ QvT,ϕ.

Hence for any w ∈ Kϕψ∫
QT

(vt − divy∗ − f)(w− v)dxdt =
∫

Qv
T,ψ

(vt− divy∗ − f)(w − ψ)dxdt+
∫

Qv
T,ϕ

(vt− divy∗ − f)(w − ϕ)dxdt ≥ 0,

so that v satisfies the variational inequality (4.9). We see that the right hand side of (4.11) vanishes
if and only if v coincides with u.

If τ is not chosen in a special way, but is considered as a function from Ṽ∗, then an estimate can
be deduced from (4.10). Using (4.6) and same reasoning as before, we obtain a computable upper
bound∫
QT

(
(1− β) ‖∇e‖2A + |e∗|2A−1 + 2Dϕψ(v, σ) + 2Dϕψ(u, τ)

)
dxdt+

[
[ ‖e‖2Ω ]

]T
0

≤
∫
QT

(
|y∗ −A∇v|2A−1 + 2Dϕψ(v, τ) + C2

Ω
c1β
|R(y∗, τ, v)|2

)
dxdt. (4.12)

A lower bound is quite analogous to (4.8). It is easy to see that the right hand side of (4.12) vanishes
if and only if v = u, y∗ = p∗ and τ = σ := divp∗ + f − ut.

3. Parabolic equation with nonlinear Laplacian operator. Consider the problem with nonlinear
diffusion, where

g(∇u) = 1
α
|∇u|α and g∗(p∗) = 1

α∗
|p∗|α

∗
, α > 1, α∗ = α

α− 1 . (4.13)

In this case, ∇u and p∗ are joined by the relations

p∗ = |∇u|α−2∇u, ∇u = |p∗|
2−α
α−1 p∗, (4.14)
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and (1)–(3) is reduced to the Cauchy problem

ut − div|∇u|α−2∇u+ ρ′(u) = f in QT , (4.15)
u(x, t) = 0 on ST , (4.16)
u(x, 0) = u0(x). (4.17)

Let V = W 1,α(Ω), V0 =
◦
W 1,α(Ω), V = Lα(Ω), V∗ = Lα

∗(Ω), V ∗ = W−1,α∗(Ω), Y ∗ = Lα
∗(Ω,Rd).

Taking into account (4.14), we have

DG(∇v, p∗) =
∫
Ω

( 1
α
|∇v|α + 1

α∗
|∇u|α −∇v · ∇u|∇u|α−2)dx =: µα(v, u),

DG(∇u, y∗) =
∫
Ω

( 1
α∗
|y∗|α

∗
+ 1
α
|p∗|α

∗
− p∗ · y∗|p∗|α

∗−2)dx =: µ∗α∗(y∗, p∗).

The quantities µα(v, u) and µ∗α∗(y∗, p∗) are nonlinear measures of the distance from v to u and from
y∗ to p∗, respectively. Now the identity (3.6) reads

T∫
0

(µα(v, u) + µ∗α∗(y∗, p∗))dt+
∫
QT

(Dρ(v, σ) +Dρ(u, τ)) dxdt+
[
[ ‖e‖2Ω ]

]T
0

=
T∫

0

∫
Ω

( 1
α
|∇v|α + 1

α∗
|y∗|α

∗
−∇v · y∗)dx− 〈R(y∗, τ, v), e〉

 dt+
∫
QT

Dρ(v, τ)dxdt. (4.18)

Setting τ = τf , we obtain a form of (4.18)

T∫
0

(µα(v, u) + µ∗α∗(y∗, p∗))dt+
∫
QT

(Dρ(v, σ) +Dρ(u, τf )) dxdt+
[
[ ‖e‖2Ω ]

]T
0

=
T∫

0

DG(∇v, y∗)dt+
∫
QT

Dρ(v, τf )dxdt (4.19)

whose right hand side is fully defined by the functions v and y∗.
There measures µα(v, u) and µ∗α∗(y∗, p∗) can be bounded from below by norms in the standard

Lebesgue spaces Lα and Lα
∗
. Let µα : Rd × Rd → R+ be defined by the relation

µα(a, b) := 1
α
|a|α + 1

α∗
|b|α − a · b|b|α−2.

In [16] it was proven that for α ≥ 2 it holds

µα(a, b) ≥ cα|a− b|α ∀a, b ∈ Rd, (4.20)

where cα = α−1
α (1 + λ0)2−α and λ0 is defined by the equation λα−1

0 + λ0(1 − α) = α − 2 (e.g.,
c2.5 ≈ 0.3072, c3 ≈ 0.1953, and c4 ≈ 0.0833).
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From (4.20) it follows that

µα(v, u) ≥ cα‖∇(v − u)‖αα,QT if α ≥ 2,
µ∗α∗(v, u) ≥ cα∗‖y∗ − p∗‖α∗

α∗,QT
if α∗ ≥ 2.

Hence the right hand side of (4.19) provides a guaranteed bound for the corresponding Lebesque
norms of either gradients or fluxes.

Remark 1 The measure µα(a, b) is not symmetric. Let µs
α(a, b) := 1

2 (µα(a, b) + µα(b, a)) denote the
symmetrization of µα(a, b). It is easy to see that for α ≥ 2

µs
α(a, b) := |a|α+|b|α

2 − a · b |a|
α−2+|b|α−2

2 ≥ cα|a− b|α if α ≥ 2, (4.21)

However, the constant in (4.21) can be improved. The exact constant in (4.21) is csα = 21−α ≥ cα.

5 Numerical verification of error identities
In the tests below, error identities are verified for different functions g and ρ(v) and various approxi-
mations v ∈ V0(QT ) and y∗ ∈ Ỹ∗(QT ). The approximations are generated randomly so that some
of them are very close to u and p∗ while others may be essentially different. The functions v(x, t)
satisfy the boundary conditions but may not satisfy the initial condition. The tests show that the
identities hold for any v and y∗. Also, we verify the efficiency of error estimates that follow from
them. In the examples, Ω = (0, 1) and T = 3. We consider exact solutions of three different types:
u1(x, t) = sin(π x) t

t2+1 (decreasing with respect to t), u2(x, t) = x(x− 1) sin(3π t) (oscillating), and
u3(x, t) = sin(2π x)(t− 1) + sin(π x)t3/2 (growing with respect to t). These functions are depicted in
Fig. 1.

Figure 1: The functions u1 (left), u2 (center), and u3 (right).

Example 1. First, we consider the problem (4.1)–(4.3) with the unit matrix A, and reaction term
ρ(v) = δ

2 |v|
2, δ > 0. Then, Dρ(v, τ) = 1

2δ |τ − δv|
2, σ = δu, and τv := δv. The functions v and y∗
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are chosen randomly in the vicinity of u and p∗, and the distance to the exact solution gradually
increases with the test number. Thus, numerical tests verify the identities (4.4) and (4.5) and the
estimates (4.7) and (4.8) for both good and rough approximations. In the first series of tests T1.1, it
was taken δ = 1, u = u1, and τ was also selected randomly at the vicinity of the exact function σ.
In the series T1.2, u = u2, δ = 0.01, and τ = τv. The series T1.3 corresponds to the choice u = u3,
δ = 0.1, and τ = τf , where τf − σ = divy∗ + f − vt − σ = dive∗ − et. In the latter case, the identity
(4.5) reads

T∫
0

(
‖∇e‖2A + δ‖e‖2 + ‖e∗‖2A−1 + 1

δ
‖dive∗ − et‖2

)
dt+ ‖e(·, T )‖2Ω

= ‖e(·, 0)‖2Ω +
T∫

0

(
‖y∗ −A∇v‖2A−1 + 1

δ
‖τf − δv‖2

)
dt. (5.1)
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Figure 2: The identity (5.1) in the test T1.3 (left) and the estimates (4.7) and (4.8) in the tests T1.1,
T1.2, and T1.3(right).

Blue line in Fig. 2 (left) shows the ratio IND= r.h.s.(5.1)
l.h.s.(5.1) in different tests (test number is indicated

on the x-axis). In all the tests IND is equal to 1 (up to very small errors caused by numerical
integration). The symbols ∗ and ◦ mark the quantities E := ‖∇(v − u)‖2 and E∗ := ‖y∗ − p∗‖2,
respectively, which are quite different in different tests. The picture shows that the identity holds for
any pair of functions (v, y∗) regardless of the proximity to (u, p∗).

Fig. 2 (right) shows the ratio between the right and left parts of (4.4) (blue line) and behaviour of
the estimates (4.7) and (4.8) (that follow from (4.4)). Here InMaj1= r.h.s.(4.7)

l.h.s.(4.7) and InMin1= r.h.s.(4.8)
l.h.s.(4.8)

in the test series T1.1. The same quantities for T1.2 and T1.3 are denoted by InMaj2, InMin2 and
InMaj3, InMin3, respectively.
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Example 2. These examples are related to problems with nonlinear reaction term. In the test
series T2.1 and T2.2, ρ is a function with power growth: ρ = δ

µ |v|
µ, µ > 1 (µ = 3 and δ = 0.1 in

T2.1, µ = 1.5 and δ = 2 in T2.2). In T2.3, we consider the case, where ρ is a linear growth function

ρ(v) =


1
2 |v|

2 if |v| ≤ 1,
v − 1

2 if v > 1,
−v − 1

2 if v < −1,
ρ′(v) =

 v if |v| ≤ 1,
1 if v > 1,
−1 if v < −1,

ρ∗(τ) =
{ 1

2 |τ |
2 if |τ | ≤ 1,

+∞ if |τ | > 1.

This type nonlinearity may arise in certain variants of the reaction law with saturation.
As before, the tests verify the main identity and the estimates for various randomly selected v, y∗.

In T2.1 and T2.3, the function τ was selected randomly and in T2.2 τ = τv, where τv = v if |v| ≤ 1
and τv = 1 if |v| > 1. In the latter case, Dρ(v, τv) = 0. Fig. 3 (left) exposes the results related to the
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Figure 3: efficiency of the estimates (4.7) and (4.8) in the tests T2.1, T2.2, and T2.3 (left) and values
of error measures (right).

estimates (4.7) and (4.8) (with β = 0.5). It shows that the estimates well represent the corresponding
error measures. The right part of Fig. 3 depicts values of the error measure in (forming the left side
of (4.7)) in different tests. Line 1 is related to T2.1, line 2 to T2.2, and line 3 to T2.3. Fig. 3 shows
that the corresponding majorants and minorants efficiently estimate values of the error measure in
the diapason from 10−3 to 102.

Fig. 4 (left) shows results of numerical verification of the identity (4.4) in the example T2.3,
where Dρ is generated by a linear growth function. As before, the computations confirm correctness
of the identity.

We note another interesting observation. Analysis of a large number of tests leads to the
conclusion that DG(∇v, y∗) and DR(v, τ) well reflect the values of DG(∇u, y∗) + DG(∇v, p∗) and
DR(u, τ) +DR(v, σ), respectively. Fig. 4 (right) shows the corresponding data. Here

IR := DR(u, τ) +DR(v, σ)
DR(v, τ) and IG := DG(u, τ) +DG(v, σ)

DG(v, τ) .
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Figure 4: The identity (5.1) (left) and the values IR and ID (right) in the test T2.3.
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Figure 5: The identity (4.19) (left) and the values IR and ID (right) in the test T3.1.

We cannot say that the quantity DR(v, τ) (which is directly computable) is a majorant (or a
minorant) of the quantity DR(u, τ) + DR(v, σ). However, in the vast majority of cases DR(v, τ)
gives a correct presentation on this sum of measures (red line). To an even greater extent, this
statement is true for the computable quantity DG(∇v, y∗), which efficiently represents the measure
DG(∇u, y∗) +DG(∇v, p∗) (black line). Additional results that confirm this observation are presented
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Figure 6: The identity (4.19) (left) and the values IR and ID (right) in the test T3.2.

in Figs. 5 and 6 below.
Example 3. Now we consider the problem (4.15) – (4.17) and verify numerically the identities

(4.18) and (4.19). As in previous examples, the calculations confirmed that the identities hold. Here
are some results.

In the test T3.1, we set α = 3, ρ(v) = 1
µ |v|

µ, µ = 1.5, and u = u2. Fig. 5 (left) shows the quantity

IND:= r.h.s.(4.19
l.h.s.(4.19 ) in the tests.

In the series of examples T3.2, we set µ = 4, α = 1.3, and u = u3. As before the identities (4.18)
and (4.19) hold in all tests. Fig. 6 exposes the results, which are quite similar to those in Fig. 5.

6 Estimates of modeling errors
Since the identities (and respective estimates) were obtained by purely functional methods without
using special properties of approximations, they can also be used to analyse errors of mathematical
models. Next, we will look at two cases. In the first case, we compare the exact solutions of
evolutionary problems that differ in the initial data and in the second case compare solutions with
different spatial operators.

6.1 Errors generated by initial data
Let the functions ũ and p̃∗ solve the problem (4.1), (4.2), and (4.3) with the initial condition ũ0(x)
instead of u0(x). Then, we can use (3.6) to estimate the difference between two solutions. We have

DG(∇ũ, p̃∗) = 0 and DR(ũ, σ̃) = 0.
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Besides, it holds the equation divp̃∗ + f − σ̃− ũt = 0. Therefore, the right hand side of (3.6) vanishes
and we obtain

T∫
0

µ(ũ, p̃∗, σ̃;u, p∗, σ)dx+ 1
2‖(ũ− u)(·, T )‖2Ω = 1

2‖ũ0 − u0‖2Ω. (6.1)

Notice that for any interval (t, t + ∆), ∆ > 0, the quantity mt,t+∆ :=
t+∆∫
t

µ(ũ, p̃∗, σ̃;u, p∗, σ)dx is

nonnegative, so that the first integral in (6.1) is a non–decreasing function of T . Since the right hand
side does not depend on T , the norm ‖(ũ− u)(·, T )‖Ω is a bounded and non-increasing function of T .
Thus, we conclude that

mt,t+∆ → 0 as t→ +∞. (6.2)

The asymptotic relation (6.2) can be viewed as a form of the stabilization property well known for
parabolic problems with monotone operators (e.g., see [7, 18]).

Using properties of g and g∗ associated with a concrete class of problems one can deeper investigate
convergence of ũ to u by estimating the first term in (6.1). Consider the functions g and g∗ defined
by (4.13). The identity (4.18) reads

T∫
0

(µα(ũ, u) + µ∗α∗(p̃∗, p∗))dt+ 1
2‖(ũ− u)(·, T )‖2Ω = 1

2‖ũ0 − u0‖2Ω. (6.3)

Consider the case α > 2. Since ũ and p̃∗ satisfy (4.14), we have

µα(ũ, u) =
∫
Ω

(
1
α
|∇u|α + 1

α∗
|∇ũ|α −∇ũ · ∇u|∇ũ|α−2

)
dx,

µ∗α∗(p̃∗, p∗) =
∫
Ω

(
1
α
|∇ũ|α + 1

α∗
|∇u|α −∇ũ · ∇u|∇u|α−2

)
dx.

Therefore,

T∫
0

(µα(ũ, u) + µ∗α∗(p̃∗, p∗))dt =
∫
QT

(
|∇ũ|α + |∇u|α −∇ũ · ∇u(|∇u|α−2 + |∇ũ|α−2)

)
dxdt

= 2
∫
QT

µs
α(∇u,∇û)dxdt ≥ 2csα‖∇e‖αQT .

Hence (6.3) implies the estimate

2csα‖∇e‖αα,QT + 1
2‖e(·, T )‖2Ω ≤

1
2‖ũ0 − u0‖2Ω, (6.4)

which shows that the norm ‖∇e‖α,QT is uniformly bounded with respect to T and, therefore,
t+∆∫
t

‖∇e‖αΩdt must tend to zero as t→ +∞.
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Assume that 1 < α < 2. In this case, α∗ > 2 and it is convenient to rewrite the error identity in
terms of fluxes. Using the relation ∇ũ = |p̃∗|

2−α
α−1 p̃∗, we find that

µα(ũ, u) =
∫
QT

( 1
α
|p̃∗|α

∗
+ 1
α∗
|p∗|α

∗
− p∗ · p̃∗|p̃∗|α

∗−2)dx,

µα∗(p̃∗, p∗)
∫
QT

( 1
α∗
|p̃∗|α

∗
+ 1
α
|p∗|α

∗
− p∗ · p̃∗|p∗|α

∗−2)dx

and

T∫
0

(µα(ũ, u) + µ∗α∗(p̃∗, p∗))dt =
∫
QT

(
|y∗|α

∗
+ |p∗|α

∗
− p∗ · y∗(|y∗|α

∗−2 + |p∗|α
∗−2)

)
dxdt

= 2
∫
QT

µs
α∗(p∗, p̂∗)dxdt ≥ 2csα∗‖e∗‖α

∗

α∗,QT . (6.5)

From (6.1) and (6.5), we deduce the estimate

2csα∗‖e∗‖αα,QT + 1
2‖e(·, T )‖2Ω ≤

1
2‖ũ0 − u0‖2Ω, (6.6)

which shows that ‖e∗‖α∗,QT tends to zero as T → +∞ so that
t+∆∫
t

‖e∗‖α∗

Ω dt must tend to zero

as t → +∞. Notice that the estimates (6.4) and (6.6) characterise the stabilization phenomenon
quantitatively.

6.2 Errors generated by simplification
Identities (3.6), (3.11), (3.12), and (3.15) can be used to compare solutions of different mathematical
models. For example, the problem (4.1)–(4.3) contains the matrix A whose entries are functions of x.
We replace it by a simpler matrix Â. Analogously, let ρ̂ and f̂ be certain simplifications of ρ and f ,
respectively. Thus, we arrive at the problem

ût − divp̂∗ + ρ̂′(û) = f̂ , (6.7)

p̂∗ = Â∇û, (6.8)
û(x, t) = 0 on ST , û(x, 0) = u0(x), (6.9)

which is a simplified version of (4.1)–(4.3). Techniques of this kind (the so–called defeaturing of
a model) are used in modern computer simulation methods. Simplifying the model by discarding
irrelevant parts often allows us to get a good approximation at a significantly lower cost. However, in
this case, it is important to evaluate the arising error caused by simplification. In [17] this question
is discussed in the context of elliptic boundary value problems. Below we shortly consider it in
connection with parabolic problems.

23



In view of (6.8), the identity (4.4) reads as follows:∫
QT

(|∇(û− u)|2A + |p̂∗ − p∗|2A−1 + 2Dρ(û, σ) + 2Dρ(u, σ̂))dxdt

=
∫
QT

(B∇û · ∇û+Dρ(û, σ̂)− 2(f − f̂)e)dxdt, B := (Â−A)A−1(Â−A). (6.10)

It is natural to assume that simplification of f does not change integral values, so that
∫
Ω

(f− f̂)dx = 0

for all t ∈ [0, T ]. Then, ∫
Ω

(f − f̂)edx ≤ CP
c1
‖∇e‖A‖f − f̂‖Ω, (6.11)

where CP is a constant in the Poincare inequality for the finctions having zero mean in Ω. We use
(6.11) and the relation ρ̂(û) + ρ̂∗(σ̂)− σ̂ û = 0 to represent (6.10) in the form∫

QT

(
(1− β(t))|∇(û− u)|2A + |p̂∗ − p∗|2A−1 + 2(σ̂(û)− σ(u))(û− u)

)
dxdt

=
∫
QT

(B∇û · ∇û+Dρ(û, σ̂))dxdt+
T∫

0

C2
P

c21β
2(t)‖f − f̂‖

2
Ωdt, (6.12)

where β(t) ∈ (0, 1]. Notice that and the norm ‖f − f̂‖Ω and the "deflection" matrix B are directly
computable and the term (σ̂(û) − σ(u))(û − u) is nonnegative. Therefore, the right hand side of
(6.12) contains only known data and solution of the simplified problem (6.7)–(6.9). It provides a
guaranteed upper bound of the modeling error.

References
[1] S. C. Brenner, L. R. Scott, The Mathematical Theory of Finite Element Methods, Springer,

New York, 2008.

[2] H. Brezis. Monotone Operators, Nonlinear Semigroups and Applications, In Proceedings of the
International Congress of Mathematicians (editor, Ralph D. James), vol. 2, Vancouver, 1974,
249–257.

[3] F. Brezzi, M. Fortin, Mixed and Hybrid Finite Element Methods, Springer Series in Computa-
tional Mathematics, 15, New York, 1991.

[4] F. E. Browder, Existence theorems for nonlinear partial differential equations, Proc. Sympos.
Pure Math., vol. 16, Amer. Math. Soc, Providence, R. L, 1970, 1–60.

[5] C. Carstensen, M. Feischl, M. Page, and D. Praetorius, Axioms of adaptivity, Comput. Math.
Appl., 67 (2014), 1195–1253.

[6] P. Ciarlet, The Finite Element Method for Elliptic Problems, North-Holland, Amsterdam, 1987.

24



[7] V. N. Denisov, On the behaviour of solutions of parabolic equations for large values of time,
Russian Math. Surveys, 60 (2005), 4, 721–790.

[8] W. Dörfler, A convergent adaptive algorithm for Poisson’s equation, SIAM Journal on Numerical
Analysis, 33(1996), 1106–1124.

[9] I. Ekeland and R. Temam, Convex Analysis and Variational Problems, North-Holland, Amster-
dam, 1976.

[10] T. Kato, Accretive operators and nonlinear evolution equations in Banach spaces, Proc. Sympos.
Pure Math., vol. 18, part I, Amer. Math. Soc, Providence, R.I., 1970, 138–161.

[11] O. A. Ladyzhenskaya, The Boundary Value Problems of Mathematical Physics, Springer-Verlag,
New York, 1985.

[12] O. A. Ladyzhenskaya, V. A. Solonnikov and N. N. Uraltseva. Linear and Quasilinear Equations
of Parabolic Type, Nauka, Moscow, 1967.

[13] U. Langer, S. Matculevich, S. Repin, Guaranteed error bounds and local indicators for adaptive
solvers using stabilised space-time IgA approximations to parabolic problems. Comput.Math.
Appl. 78 (2019), no. 8, 2641–2671.

[14] S. Repin, Two-sided estimates of deviation from exact solutions of uniformly elliptic equations,
In Proceedings of the St. Petersburg Mathematical Society IX, 143–171, Amer. Math. Soc.
Transl. Ser. 2, 209; Amer. Math. Soc., Providence, RI, 2003.

[15] S. Repin, A posteriori error estimation for variational problems with uniformly convex functionals,
Math. Comp. 69 (2000), no. 230, 481–500.

[16] S. Repin. Error identities for parabolic initial boundary value problems, Zapiski Nauchnykh
Seminarov Sankt-Peterburgskogo Otdeleniya Matematicheskogo Instituta im. V. A. Steklova
(POMI), 508(2021), 147–172.

[17] S. Repin and S. Sauter, Accuracy of Mathematical Models, Tracts in Mathematics 33, European
Mathematical Society, Berlin, 2020.

[18] L. Simon, Application of monotone type operators to parabolic and functional PDE’s, In
Handbook of Differential Equations: Evolutionary Equations vol. 4, 2008, 267–321.

25


