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Abstract

Every unsatisfiable CNF formula φ has the following parameters: the size of
the minimal regular resolution proof SR(φ), the size of the minimal treelike reso-
lution proof ST (φ), the minimal depth of a resolution proof d(φ). The following
inequality is trivially satisfied: 2d(φ) ≥ ST (φ) ≥ SR(φ). Bonet, Esteban, Galesi
and Johannsen in 2000 showed that there exists family of formulas Fn such that

ST (Fn) = 2Ω(
√
SR(Fn)). Urquhart in 2011 gave a family of 3-CNF formulas Hn

such that ST (Hn) = O(n) and d(Hn) = Ω(n/ log n). We observe that formulas H⊕n
which is the xorification of Hn has ST (H⊕n ) = 2Ω(n/ logn) and SR(H⊕n ) = O(n); this
improves the separation given by Bonet et al.

We present a family of 6-CNF formulas Φn such that any two values from
{2d(Φn), ST (Φn), SR(Φn)} differ superpolynomially. Our formulas are based on the
Pebbling contradictions on the n× n square graph. Our proof is elementary and is
based on the game interpretation of the resolution depth and the xorification.

∗Supported in part by Russian Foundation for Basic Research (grant 14-01-00545-a).
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1 Introduction

Resolution proof system is one of the simplest and well studied proof systems for propositional
logic. The interest in propositional proof systems comes from SAT solving. For today the
fastest algorithms are based on CDCL (Conflict Driving Clause Learning). The running time
of CDCL algorithms is close to the size of the shortest resolution proof of the input formula.
[2], [12]. The classical DPLL algorithms [7, 6] that are in the basis of many others SAT solvers
correspond to treelike resolution proofs.

Query complexity, decision trees and read-once branching programs. Consider some computa-
tional problem F : given an input x ∈ {0, 1}n find a solution y ∈ {0, 1}∗. We assume that there
is some fixed predicate Sol such that Sol(x, y) = 1 iff y is a solution for x. The query complex-
ity of a problem F (we denote it D(F )) is the maximum over all x ∈ {0, 1}n of the minimum
possible number of bits of x that is sufficient to know in order to find a correct solution for x. A
decision tree for a problem F is a binary tree such that its leaves are labeled by binary strings
(solutions); every internal vertex is marked by a variable from the set {x1, x2, . . . , xn}, one of
outgoing edge is labeled by 1 and other by 0. For every a ∈ {0, 1}n if we start a path in the
root of the tree and on every step if we go from the vertex labeled by xi along an edge that is
labeled by ai, we finally reach a leaf labeled by a correct solution for the input a. The query
complexity of F may be equivalently defined as the minimal possible depth of decision trees for
F . A read-once branching program for F is defined by a similar way but instead of tree we have
a directed acyclic graph that has one source, outdegree 2 for all internal vertices and the sinks
that are labeled by solutions. On every path from the source to a sink all variables in vertices
are distinct.

Let us denote the size of the minimum decision tree for a problem F as DT (F ) and the size
of the minimal read-once branching program for F as 1-BP (F ). It is easy to show that in the
minimal decision tree on every path from the root to a leaf all variables are distinct, therefore
we get the following inequality: 1-BP (F ) ≤ DT (F ) ≤ 2D(F ). Consider the case where F is a
problem of computing a boolean function F : {0, 1}n → {0, 1}. In this case it is easy to separate
1-BP (F ), DT (F ) and D(F ). Consider the following examples:

� Fn,0(x1, x2, . . . , xn) = x1 ∨ x2 · · · ∨ xn: D(Fn,0) = n, DT (Fn,0) = O(n) and 1-BP (Fn,0) =
O(n).

� Fn,n(x1, x2, . . . , xn) = x1⊕x2⊕· · ·⊕xn, D(Fn,n) = n, DT (Fn,n) = 2n and 1-BP (Fn,n) =
O(n).

� For 0 ≤ k ≤ n we denote Fn,k(x) = (x1 ⊕ x2 ⊕ · · · ⊕ xk) ∨ xk+1 ∨ · · · ∨ xn, D(Fn,k) = n,
1-BP (Fn,k) = O(n) and 2k + Ω(n) ≤ DT (Fn,k) ≤ 2k +O(n).

Thus 2D(Fn,log2 n), DT (Fn,log2 n) and 1-BP (Fn,log2 n) differs superpolynomially.
Consider another computational problem, that is parametrized with unsatisfiable CNF for-

mula φ with n variables. An input of the problem is an assignment to variables of φ; a solution
is a clause of φ that is falsified by the assignment. For this problem the query complexity is
equal to the minimal depth of a resolution proof of φ (we denote it d(φ)), the size of the minimal
decision tree for this problem is equal to the minimal size of treelike resolution proof of φ (we
denote it ST (φ)) and the size of the minimal read-once branching program is equal to the size
of the minimal regular resolution proof of φ (we denote it SR(φ)) [10], [9]. As in general case
the following inequalities hold: 2d(φ) ≥ ST (φ) ≥ SR(φ). The superpolynomial separation for
any of this two values is nontrivial. The goal of this paper is to give an example of formulas
that simultaneously superpolynomially separates 2d(φ) and ST (φ) and also ST (φ) and SR(φ).
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Known results. The first exponential separation of treelike and regular resolutions was proved by
Bonet, Esteban, Galesi and Johannsen [4]. The paper [3] gave a family of formulas φn such that
S(φn) = O(n) and ST (φn) = 2Ω(n/ logn), where S denotes the minimal size of general resolution
proof and the [3] showed that this separation is nearly optimal. It is not clear whether φn has
short regular resolution proof or not.

There is a trivial example that separates ST (φ) and 2d(φ): formula Qn = (x1∨x2∨· · ·∨xn)∧
(¬x1) ∧ (¬x2) ∧ · · · ∧ (¬xn) has d(Qn) = n and ST (Qn) = n + 2. Thus the most interesting
examples have bounded number of literals in clauses. Urquhart [14] gave an example of family
of 3-CNF formulas Hn such that d(Hn) = Ω(n/ log n) and ST (Hn) = O(n).

There are results about separations of regular and general resolutions: superpolynomial sep-
aration [8], exponential separation [1] and near optimal separation [15].

Our results. We observe the following theorem:

Theorem 1.1. There exists a family of 6-CNF formulas H ′n with O(n) variables such that
SR(H ′n) = O(n) and ST (H ′n) = 2Ω(n/ logn).

Almost all key ingredients for Theorem 1.1 were already given by Urquhart [14]. Let Hn be
a family of formulas from [14] such that d(Hn) = Ω(n/ log n) and ST (Hn) = O(n). Let H⊕n be
a xorification of Hn; namely for every variable x in Hn we substitute it by x′⊕x′′, where x′ and
x′′ are new variables and convert the resulting formula in CNF. This operation was described in
the paper of Ben-Sasson, where the author refer to personal communication with Alekhnovich
and Razborov. Urquhart [14] noted that ST (φ⊕) ≥ 2d(φ) for all formulas φ, hence we get that
ST (H⊕n ) = 2Ω(n/ logn). We show that SR(H⊕n ) = O(n).

We also prove the following theorem:

Theorem 1.2. There is a family of unsatisfiable 6-CNF formulas Φn,k for all n and 1 ≤ k ≤ n
such that Φn,k contains O(n2) variables and O(n2) clauses, SR(Φn,k) = O(n2), d(Φn,k) = Ω(n)
and max{n2, 2k/2} ≤ ST (Φn,k) ≤ 26k + 2k(n2 + 1).

We start the proof of Theorem 1.2 from the example of family of 3-CNF formulas Φn and
prove that d(Φn) = Θ(n), ST (Φn) = Θ(n2) and SR(Φn) = Θ(n2).

In order to construct formulas Φn,k we apply partial xorification, namely we make substitution
of kind x ← x′ ⊕ x′′ for some k2 variables. By the structure of the formula we prove that
ST (Φn,k) = Θ(n2) + 2Θ(k), d(Φn,k) = Θ(n) and SR(Φn,k) = Θ(n2).

Comparison with other approaches. The paper [3] introduced formulas based on so-called Peb-
bling games. Consider a directed acyclic graph G. Let S contain all sources of G and T contain
all sinks of G. In the game we may put a pebble on every vertex from S; we may put a pebble
on a vertex v if there are pebbles on all immediate predecessors of v and we may remove any
pebble. The goal of the game is to put a pebble to some vertex from T . A pebbling number
peb(G,S, T ) is the minimal number of pebbles that is necessary to have simultaneously to win
the game. Ben-Sasson, Impagliazzo and Wigderson [3] presented formulas based on graph G
and sets S and T that has linear resolution complexity and treelike resolution complexity at
least 2Ω(peb(G,S,T )). Urquhart [14] used the same graphs but slightly different formulas; Urquhart
showed that treelike resolution complexity of this formulas is O(n) and resolution depth is at
least Ω(peb(G,S, T )). The papers [3] and [14] used graphs from the paper [11] that has O(n)
vertices and pebbling number peb(G,S, T ) = Ω(n/ log n).

Formulas from [14] are as follows: for every vertex v of graph G we have propositional
variable xv. If u1, u2, . . . , uk are immediate predecessors of v, then the formula has the clause
¬xv ∨ xu1 ∨ xu2 ∨ · · · ∨ xuk . Also formula contains clauses xt for all t ∈ T and ¬xs for all s ∈ S.
Formulas that we use in the proof of Theorem 1.2 have the same structure and is based on the
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specific graph. The vertices of our graph are cells of n × n square; edges connect cells with
their left or lower neighbours, S consists of the topmost and rightmost cell and T consists of
the leftmost lowermost cell. Our proof of lower bound on the resolution depth in Theorem 1.2
is elementary; we use game interpretation of the depth and don’t use estimations of pebbling
number.

The paper [4] used formulas based on pyramid graphs that are very similar to the graph of
the n × n square, namely pyramid graph correspond to the half of n × n square bounded by
the main diagonal. The lower bound on the pebbling number of pyramid graphs was actually
proved by Cook in 1974 [5].

In Section 2 we give the definitions of the basic notions and formulate previously known
results. In Section 3.1 we prove Theorem 1.1 and in Section 3.2 we prove Theorem 1.2.

2 Preliminaries

Propositional variable is one that has 0/1-value, literal is either a variable or its negation. A
clause is a disjunction of literals, a CNF formula is a conjunction of clauses. A k-CNF formula
is a CNF formula in which all clauses contain at most k literals. The formula is satisfiable if
there exists a substitution for its variables such that the value of the formula becomes 1 (we
call such substitution a satisfying assignment).

A resolution proof of formula φ is a sequence of clauses C1, C2, . . . , Ck, where Ck =⊥ is an
empty clause (contradiction) and for all i, Ci is either a clause of φ or may be obtained from Cj
and Cl with j, l < i by the resolution rule. The resolution rule allows to derive a clause (A∨B)
from x ∨A and ¬x ∨B. The size of the resolution proof is the number of clauses in it. S(φ) is
the size of the minimal resolution proof of CNF formula φ. The width of the resolution proof
is the maximal number of literals in the clause from the proof.

It is easy to see that if φ has a resolution proof, then φ is unsatisfiable. Indeed if an assignment
satisfies two clauses then it satisfies the result of the resolution rule. If formula φ is satisfiable,
then all clauses from its resolution proof are also satisfiable, but empty clause can not be
satisfied, we get the contradiction. It is known that Resolution is complete: if φ is unsatisfiable,
then there is a resolution proof of φ.

A treelike resolution proof of formula φ is a binary tree with vertices labeled by clauses.
Leaves are labeled with clauses of φ and internal vertices are labeled by the result of resolution
rule of clauses in their children. The root of the tree is labeled by the empty clause. We denote
the size of the minimal treelike resolution proof of φ as ST (φ). A depth of a tree is a length
of the maximal path from the root to a leaf. A depth of a resolution proof of formula φ is the
depth of the minimal treelike resolution refutation of φ. We denote it as d(φ).

A regular resolution proof is a directed acyclic graph with one source and several sinks with
vertices labeled by clauses. Every internal vertex has outdegree 2. Sinks are labeled by clauses
of φ and every internal vertex is labeled by the result of resolution rule of clauses in immediately
following vertices. The source of the graph is labeled by the empty clause. On every path from
the source to a sink resolution rules are applied by distinct variables. We denote the size of the
minimal regular resolution proof of φ as SR(φ).

A decision tree for an unsatisfiable formula φ is a binary tree such that its leaves are marked
by clauses of φ, every internal vertex is marked by a variable of formula φ {x1, x2, . . . , xn}, one
of outgoing edges is marked by 1 and the other by 0. For every assignment σ of variables of φ,
if we start a path in the root of the tree and on every step in the vertex labeled by x we move
along an edge that is labeled by value of x in σ, then we finally will reach a leaf that is labeled
by a clause of φ that is falsified by σ. DT (φ) denotes the minimal size of a decision tree for
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φ. A read-once branching program for F is defined by a similar way but instead of a tree we
have a directed acyclic graph that has one source and outdegree 2 for all internal vertices. On
every path from the source to a sink all variables in vertices are distinct. 1-BP (φ) denotes the
minimal size of a read-once branching program for φ.

Proposition 2.1. [9] For any unsatisfiable CNF formula φ, ST (φ) = DT (φ), SR(φ) =1-BP (φ)
and d(φ) is the minimal depth over the all decision trees for φ.

Let φ be a CNF formula, x be a variable of φ and c ∈ {0, 1}. We denote φ[x = c] the result
of substitution of x by c. To get φ[x = c] from φ we delete all clauses that are satisfied by x = c
and delete occurrence of x on all other clauses.

Lemma 2.1. 1) For every unsatisfiable formula φ if x is a variable of φ, then for all c ∈ {0, 1}
the following holds: SR(φ[x = c]) ≤ SR(φ), ST (φ[x = c]) ≤ ST (φ) and d(φ[x = c]) ≤ d(φ). 2)
ST (φ) ≤ ST (φ[x = 1]) + ST (φ[x = 0]) + 1 and d(φ) ≤ max{d(φ[x = 1]), d(φ[x = 0])}+ 1.

Proof. 1. It is sufficient to prove that a substitution of a variable can’t increase the size
and the depth of a decision tree or a read-once branching program. Indeed if we have a
decision tree for φ with vertex v labeled by x, then we remove a subtree corresponding
an edge that is labeled by 1 − c and also join v with the remain child. We repeat it for
all such v. We also should make a substitution x = c to clauses in leaves. In case of
read-once branching program the proof is the same.

2. A decision tree for φ can be easily constructed from decision trees for φ[x = 0] and
φ[x = 1]: we add new root w labeled by x and add edge labeled by 0 connected w and the
root of the decision tree for φ[x = 0] and edge labeled by 1 connected w and the roof of
the decision tree for φ[x = 1]. We also change clauses in leaves by their preimages before
substitution.

We consider the following game: we have two players Interrogator and Witness. They are
given an unsatisfiable CNF formula φ. On each step Interrogator chooses a variable of formula
φ and Witness gives a value for this variable. The game ends if the current substitution refutes
some clause of φ. For every move Witness earns a coin. The goal of Witness is to earn the
maximum number of coins and the goal of Interrogator is to minimize the number of coins
earned by Witness.

Lemma 2.2 ([14]). If for some unsatisfiable formula φ there exists a strategy for Witness that
allows Witness to earn t coins, then d(φ) ≥ t.

Proof. Assume that d(φ) < t, then by Proposition 2.1 there exists a decision tree T for φ with
depth less than t. We describe a strategy for Interrogator that guarantees that Witness earns
less than t coins; the latter contradicts the statement of the lemma. Interrogator plays according
the tree T : he put a pebble on the root of the tree and on each step Interrogator requests the
value of a variable in the vertex with the pebble. After the answer of Witness Interrogator
moves the pebble along an edge that is labeled by the answer of Witness. The game ends after
less than t steps since the depth of T is less than d. We get a contradiction, hence d(φ) ≥ t.

Lemma 2.3 ([14]). If for some unsatisfiable formula φ there exists such strategy of Interrogator
that guarantees that Witness earns at most t coins, then d(φ) ≤ t.

Proof. A strategy of Interrogator is actually a decision tree for φ. And if Witness earns at most
t coins, then the depth of the decision tree is at most t.
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Now consider another but similar game, in this game we have Prover instead of Interrogator
and Delayer instead of Witness. Prover chooses the variable and Delayer may return a value
from {0, 1} or return ∗. If Delayer returns ∗, then Prover chooses a value by himself. Now
Delayer earns coins only for stars.

Lemma 2.4 ([13]). If for some unsatisfiable formula φ there exists a strategy for Delayer that
allows Delayer to earn t coins, then ST (φ) ≥ 2t.

Proof. Consider some decision tree T for φ. We construct probabilistic distribution on the
leaves of T that corresponds to Delayer’s strategy and the following randomized strategy of
Prover. Prover uses the tree T , initially it asks the question for variable in the root, if Delayer
moves ∗, Prover chooses a value at random with equal probabilities and go to the next vertex
along an edge labeled with the chosen value. By the statement of the Lemma the probability
that the game will finish in every particular leaf is at most 2−t. Since with probability 1 the
game will finish in a leaf, the number of leafs of T is at least 2t.

Ler φ be a CNF formula. A xorification of φ is a formula φ⊕, that is obtained from φ by
substitutions of x by x′ ⊕ x′′ for all variables x from φ, here x′ and x′′ are new variables that
have no occurrences in φ and this new variables are distinct for all x.

Lemma 2.5 ([14]). ST (φ⊕) ≥ 2d(φ) for every unsatisfiable φ.

Proof. Lemma 2.3 implies that Witness has a strategy that guarantees him to earn at least d(φ)
coins.

Now we describe the strategy for Delayer in Prover-Delayer game for the formula φ⊕. Delayer
uses the strategy of Witness from the first game; he simulates Interrogator using moves of Prover.
Assume that for all variables x xorification substitute x′⊕x′′ instead of x. Consider the following
cases: 1) Prover asks for the value of x′ and did not ask for the value of x′′ before this step.
In this case Delayer answers ∗. 2) Prover asks for x′ and asked for x′′ before. The variable x′′

has a value c ∈ {0, 1}. In this case Delayer simulates the step of Interrogator that asks for x. If
Witness reports a value b, then Delayer returns b⊕ c.

Note that Prover-Delayer game can not finish before Interrogator-Witness game finishes since
every clause E of φ⊕ is a clause of C⊕, there C is a clause of φ. If E is refuted in Prover-
Delayer game, then C⊕ is also refuted, hence all copies of variables from C have value, by the
construction C should be refuted in Interrogator-Witness game.

For every step Witness earns a coin, Delayer earns a coin then Prover asks for the value of
the first copy of the variable, hence every coin of Witness corresponds to a coin of Delayer.
Thus Delayer earns at least d(φ) coins, therefore ST (φ) ≥ 2d(φ) by Lemma 2.4.

Theorem 2.1 (Theorem 4.6, [14]). There is a family of 3-CNF formulas Hn such that d(Hn) =
Ω(n/ log n), ST (Hn) = O(n) and Hn has a regular resolution proof of size O(n) and width 3.

Formally Theorem 4.6 from [14] does not claim that the resolution proof of Hn with width
3 is regular, but in fact the resolution proof is a unit-clause propagation and therefore it is
regular.

3 Results

3.1 Improved separation of regular and treelike resolution

Lemma 3.1. Let an unsatisfiable CNF formula φ have a regular resolution proof of size N and
width s. Then φ⊕ has a regular resolution proof of size at most 3 · 2sN .
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Proof. Let C1, C2, . . . , CN be a regular resolution proof of φ.
For every literal ` we denote the CNF representation of `⊕ as `(0) ∧ `(1), where `(0) and `(1)

are clauses. Consider a clause C = `1 ∨ `2 ∨ · · · ∨ `t that consists of t literals, the formula C⊕

has the following CNF representation: C⊕ =
∧
w∈{0,1}t `

(w1)
1 ∨ `(w2)

2 ∨ · · · ∨ `(wt)
t . We will show

that the sequence of clauses C⊕1 , C
⊕
2 , . . . , C

⊕
N may be extended to a regular resolution proof of

φ⊕.
Note that for every literal ` we may derive the empty clause from (¬`)(0) ∧ (¬`)(1) ∧ `(0) ∧ `(1)

using 3 applications of resolution rules (and this derivation is regular). Similarly for any two
clauses D1 and D2 there is a regular derivation of D1 ∨ D2 from D1 ∨ (¬`)(0), D1 ∨ (¬`)(1),
D2 ∨ `(0) and D2 ∨ `(1) that consists of three applications of resolution rule by variables of `⊕.
Therefore if Ci is a result of resolution rule applied to Cj and Ck, then every clause from C⊕i
may be obtained from two clauses of C⊕j and two clauses of C⊕k by the derivation of size 3.

Therefore C⊕1 , C
⊕
2 , . . . , C

⊕
N may be extended to a resolution proof of φ⊕ by adding at most two

new clauses for every clause. The resulting proof is regular as the initial proof of φ was regular
and every application of the resolution rule by a new variable corresponds to the application of
the resolution rule by the old variable in the initial proof. For all i the formula C⊕i contains at
most 2s clauses since Ci has at most s literals. Hence the size of the resulting proof is at most
3 · 2sN .

Theorem 3.1. There exists a family of 6-CNF formulas H ′n that has O(n) variables, SR(H ′n) =
O(n) and ST (Hn) = 2Ω(n/ logn).

Proof. Let Hn be a family of 3-CNF formulas from Theorem 2.1 [14] such that d(Hn) =
Ω(n/ log n), ST (Hn) = O(n) and Hn has a regular resolution proof of size O(n) and width
3. Let H ′n = H⊕n . By Lemma 2.5 ST (H ′n) = 2Ω(n/ logn) and by Lemma 3.1 SR(H ′n) = O(n).

3.2 Simultaneous separation of ST (φ), SR(φ) and 2d(φ)

Consider the following formulas that are based on a cellular rectangle n × m. For every cell
(i, j) of the rectangle n×m we have a propositional variable xi,j . We assume that the leftmost
lowermost cell has coordinates (1, 1) and the rightmost topmost cell has coordinates (n,m). We
denote r(xi,j) = xi+1,j if i < n and r(xi,j) = 0 otherwise; and u(xi,j) = xi,j+1, if i < m and
u(xi,j) = 0 otherwise. r(xi,j) is the right neighbour of xi,j and u(xi,j) is the upper neighbour
of xi,j . By a path in the rectangle n×m we mean a sequence of cells such that the next cell is
either the right or the top neighbour of the previous one.

A formula Pebn×m is the conjunction of clauses ¬xi,j ∨ u(xi,j)∨ r(xi,j) for all i ∈ [n], j ∈ [m]
and clause x1,1. Formula Pebn×m states that if the value of some variable is 1, then its upper or
right neighbour also should have the value 1 and that the leftmost and lowermost variable has
value 1. This formula is unsatisfiable since otherwise there should be a path with values 1; it
starts in x1,1 and ends in xn,m. Note that xn,m has no upper or right neighbours (the formula
contains clause ¬xn,m) and therefore it can not have value 1.

Proposition 3.1. S(Pebn×m) ≥ mn+ 2.

Proof. It is sufficient to show that all clauses of Pebn×m must be used in the resolution refutation
of S(Pebn×m). Indeed there are exactly nm + 1 clauses and the empty clause is always in the
resolution refutation. We show that the removing of any clause makes formula satisfiable. If we
remove clause x1,1, then all zeros assignment satisfies all other clauses. If we remove a clause that
corresponds to (i, j), then the assignment that assigns 1 to cells x1,1, x1,2, . . . , x1,j , x2,j , . . . , xi,j
and zeros to other cells satisfies all clauses.
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Proposition 3.2. ST (Pebn×m) ≤ nm+ 2.

Proof. We consequently apply resolution rule to clauses in cells: we start from the leftmost
and lowermost cell (1, 1) and go through all cells by diagonals: (1, 1), (2, 1), (1, 2), (3, 1), (2, 2),
(1, 3),. . . . We maintain one clause and on every step we change it by the result of the resolution
rule with the clause in the current cell. Finally we get a clause ¬x1,1 and then we resolve it
with x1,1 and get the empty clause.

Corollary 3.1. S(Pebn×m) = SR(Pebn×m) = ST (Pebn×m) = mn+ 2

Proof. By Proposition 3.1 we have mn+2 ≤ S(Pebn×m) and by Proposition 3.2, ST (Pebn×m) ≤
mn+ 2; the inequality S(φ) ≤ SR(φ) ≤ ST (φ) holds for all unsatisfiable φ.

In what follows we assume that m = n and we consider formulas based on squares.

Lemma 3.2. d(Pebn×n) ≥ n/2.

Proof. In order to use Lemma 2.2 we describe a strategy for Witness in the Interrogator-Witness
game. Witness maintains the following invariant:

� Witness maintains a path P from x1,1 to xr,r, where r ∈ [n] (recall that we consider paths
where the next cell is the upper or the right neighbour of the previous).

� If Interrogator asked the values of variables from P , Witness gave answer 1, for all other
variables Witness gave answer 0

� Interrogator did not make requests to cells xr,j and xj,r for r > i.

Initially P consist of one cell x1,1, i.e. r = 1. If Interrogator asks a value of cell from P , then
Witness gives answer 1, otherwise Witness gives answer 0. Witness changes P if Interrogator
makes query to the cell xr,j or xj,r for j > r. Assume that Interrogator asks a value of xr,j (the
second case is similar), where j > r. In that case Witness finds the minimal r′ > r such that
Interrogator did not make requests to all cells xr′,j and xj,r′ for all j ≥ r. If there are no such
r′, then Witness gives up. If there is such r′, then Witness prolongs the path P by the following
way: xr+1,r, . . . , xr′,r, xr′,r+1, . . . xr′,r′ and changes r := r′. We note that by this moment there
were no Interrogator’s request to new cells of P .

A cross with center k is the set of all cells xk,j and xj,k for all j ∈ [n]. Note that if in
some moment P ends in xr,r, then Interrogator made requests for every cross with centers in
1, 2, . . . r − 1. The game ends in two situations: 1) Witness gave up; in this case Interrogator
made requests for all crosses and thus Witness have already earned at least n

2 coins, since every
cell is in at most two crosses. 2) P ends in xn,n and Interrogator asks the value of xn,n. In this
case Witness already earned at least n−1

2 coins for crosses with centers 1, 2, . . . , n − 1 and will
earn 1 coin for the last step. Therefore Witness earns at least n

2 coin, thus d(Pebn×n) ≥ n/2 by
Lemma 2.2.

Corollary 3.2. ST (Peb⊕n×n) ≥ 2n/2.

Proof. Follows from Lemma 2.5.

Corollary 3.3. d(Peb⊕n×n) ≥ n/2.

Proof. Follows from Corollary 3.2 and inequality ST (φ) ≤ 2d(φ).

Proposition 3.3. 1) d(Pebn×n) ≤ 3n; 2) d(Peb⊕n×n) ≤ 6n.
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Proof. 1) In order to use Lemma 2.3 we have to describe the strategy of the Interrogator that
guarantee that Witness earns at most 3n coins. The idea is the following: if we make several
requests to variables of unsatisfiable formula φ such that after substitution the formula will
split into two parts φ1 and φ2 that have no common variables, then at least one of φ1 and φ2 is
unsatisfiable and Interrogator may makes all further requests only to one of them. Two clauses
of Pebn×n has common variable if they correspond to adjacent cells. At first Interrogator makes
n requests to cells from the column number dn2 e. After it we choose unsatisfiable rectangle of
size at most n × bn/2c. This rectangle may be splitted on two of approximate equal size by
bn/2c requests. So Interrogator makes at most 3n

2 requests and reduce the rectangle n × n to
rectangle with sides at most n

2 . We continue decreasing the size of the rectangle in 2 times. In
some moment one of the clauses would be unsatisfiable. Totally Interrogator makes at most
3n
2 + 3n

4 + 3n
8 + · · · ≤ 3n request; therefore Witness earns at most 3n coins. 2) The proof is the

same as in previous case. Now every cell corresponds to two variables and hence Interrogator
need to make two times more requests.

Proposition 3.4. SR(Peb⊕n×n) = O(n2).

Proof. We will show that Pebn×n has a regular resolution proof of size O(n2) and width 3. We
go through all cells from the rightmost uppermost cell by diagonals and derive ¬xi,j initially
for i+ j = 2n, then for i+ j = 2n− 1 etc. Finally we get ¬x1,1 and using x1,1 derive the empty
clause. The proof is regular since it is a unit-clause propagation.

Lemma 3.1 implies that Peb⊕n×n has a regular proof of size O(n2).

We define formulas Pebk,⊕n×n, that can be obtained from Pebn×n by substitution of ⊕ of two
new variables for all variables from leftmost downmost square k × k (i.e. variables xi,j , where
i, j ≤ k).

Theorem 3.2. The following holds for all k ∈ [n]: 1) SR(Pebk,⊕n×n) = Θ(n2); 2) d(Pebk,⊕n×n) =

Θ(n); 3) max{n2, 2k/2} ≤ ST (Pebk,⊕n×n) ≤ 26k + 2k(n2 + 1);

Proof. 1) The upper bound follows from Proposition 3.4, since the formula Pebk,⊕n×n can be
obtained from Peb⊕n×n by the substitution of zeros instead of several variables. The lower bound

follows from Proposition 3.1, since Pebn×n can be obtained from Pebk,⊕n×n by the substitution of
zeros instead of several variables.

2) The upper bound follows from Proposition 3.3 and the fact that Pebk,⊕n×n can be obtained
from Peb⊕n×n by the substitution of zeros instead of several variables. The lower bound follows

from Lemma 3.2 and the fact that Pebn×n can be obtained from Pebk,⊕n×n by the substitution of
zeros instead of several variables.

3) The lower bound 2k/2 follows from the fact that after substitution xi,j = 0 for all i > k

and j > k the formula Pebk,⊕n×n becomes Peb⊕k×k, the complexity of the latter is at least 2k/2 by
Corollary 3.2. Lower bound n2 follows from Proposition 3.1.

The upper bound. If k = n, then Pebk,⊕n×n = Peb⊕n×n. Then by Proposition 3.3, d(Pebn,⊕n×n) ≤
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6n, therefore ST (Pebn,⊕n×n) ≤ 26n. Let k < n. Consider formulas

φ1 = Pebk,⊕n×n[xk+1,1 = 1], φ2 = Pebk,⊕n×n[xk+1,1 = 0, xk+1,2 = 1],

φ3 = Pebk,⊕n×n[xk+1,1 = 0, xk+1,2 = 0, xk+1,3 = 1], . . . ,

φk = Pebk,⊕n×n[xk+1,1 = 0, . . . , xk+1,k−1 = 0, xk+1,k = 1],

φk+1 = Pebk,⊕n×n[xk+1,1 = 0, . . . , xk+1,k = 0, x1,k+1 = 1],

φk+2 = Pebk,⊕n×n[xk+1,1 = 0, . . . , xk+1,k = 0, x1,k+1 = 0, x2,k+1 = 1], . . . ,

φ2k = Pebk,⊕n×n[xk+1,1 = 0, . . . , xk+1,k = 0, x1,k+1 = 0 . . . , xk−1,k+1 = 0, xk,k+1 = 1],

φ0 = Pebk,⊕n×n[xk+1,1 = 0, . . . , xk+1,k = 0, x1,k+1 = 0, . . . , xk,k+1 = 0].

Note that all formulas φi for i ∈ [k] contains a subformula that is isomorphic to
Peb(n−k)×(n−i+1); formulas φi for k + 1 ≤ i ≤ 2k contains a subformula that is isomorphic
to Peb(n−i+k+1)×(n−k). Hence by Proposition 3.2 formulas φi for i ∈ [2k] has treelike resolu-

tion proof of size at most n2. Formula φ0 has subformula that is isomorphic to Pebk,⊕k×k, in

the case n = k we show that this subformula has resolution proof of size at most 26k. By
Lemma 2.1 for all φ, ST (φ) ≤ ST (φ[x1 = 0])+ST (φ[x1 = 1])+1. We apply 2k times Lemma 2.1

to formulas φ0, φ2k, φ2k−1, . . . , φi and get a treelike resolution proof of Pebk,⊕n×n of size at most
26k + 2kn2 + 2k.
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